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1. Purpose. The purpose of the Coastal Engineering Manual (CEM) is to provide a
comprehensive technical coastal engineering document. It includes the basic principles of
coastal processes, methods for computing coastal planning and design parameters, and guidance
on how to formulate coastal flood studies, shore protection, and navigation projects. This
Change 1 to EM 1110-2-1100, 30 April 2003, includes the following changes and updates:

Part I-4. Incorporates new chapter titles.

Part II-1. Formulas corrected.

Part I1-2. Numerous changes to formulas, coefficients, and figures.
Part [I-4. New findings on the subject matter have been added.

Part III-1. Table and figure improved.

Part I11-2. References corrected.

Appendix A. Additional terms added and some definitions modified.
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2. Applicability. This manual applies to all HQUSACE elements and all USACE commands
having Civil Works and military design responsibilities.

3. Discussion. The CEM is divided into six parts in two major subdivisions: science-based and
engineering-based. The first four parts of the CEM and an appendix were issued in 30 April
2002. These included:

Part I, “Introduction”

Part I1, “Coastal Hydrodynamics”
Part III, “Coastal Sediment Processes”
Part IV, “Coastal Geology”

Appendix A, “Glossary”

The engineering-based subdivision is oriented toward a project-type approach and is divided into
two parts. Part V, “Coastal Project Planning and Design,” is published separately with the same
date as this change. The text and figures provide information on the design process and selection
of appropriate types of solution to various coastal problems. Part VI, “Design of Coastal Project
Elements,” which provides engineering guidance on materials, fundamentals of design, and
reliability, is in preparation.
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4. Distribution Statement. Approved for public release, distribution unlimited.

5. Substitute the following pages:

Chapter Remove Page Insert Page

I-4 I-4-2 and 1-4-3 I-4-2 and 1-4-3

11-1 II-1-89 I1-1-89

11-2 II-2-1 thru 11-2-72 II-2-i thru I1-2-72

11-4 11-4-1 thru I1-4-38 11-4-i thru 11-4-40

1II-1 III-1-8 and III-1-22 III-1-8 and III-1-22

II1-2 I11-2-103 111-2-103

Appendix A A-1 thru A-94 A-1 thru A-94
FOR THE COMMANDER:
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o MICHAEL J. WALSH
Colonel, Corps of Engineers
Chief of Staff
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Engineering and Design
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1. Purpose. The purpose of the Coastal Engineering Manual (CEM) is to provide a
comprehensive technical coastal engineering document. It includes the basic principles of coastal
processes, methods for computing coastal planning and design parameters, and guidance on how
to formulate and conduct studies in support of coastal flooding, shore protection, and navigation
projects. This Change 2 to EM 1110-2-1100, 1 April 2008, includes the following changes and
updates:

a. Part I-1. References were checked and some were deleted (Engineer Manuals that are no
longer in the USACE inventory).

b. Part I-4. Minor changes were made in the text to better reflect the contents of subsequent
parts of the CEM. :

c. PartII-1. Figure II-1-9 has been revised; Equations I1-1-128, I1I-1-160, and II-1-161 have
been corrected.

d. Part II-2. Equations II-2-4, II-2-5, and II-2-32 have been corrected along with other errors
reported by various users.

e. Part II-5. References were checked and some were deleted (Engineer Manuals that are no

longer in the USACE inventory).

Part I1-6. The value of “e¢” used in Eq. I1-6-28 has been corrected.

Part 11-7. The table of contents was corrected. A new section, II-7-11, Note to Users,

Vessel Buoyancy, was added at the end of the chapter.

Part I11-3. Corrections have been made to format and spelling. Different plots were added

to Figures 111-3-24 and III-3-26.

Part IV-1. Corrections have been made to references.

Part V-1. Citation of an Engineer Regulation has been corrected.

Part V-2. Citation of references has been changed, web pages with sources of wind and

wave data have been added. Some minor text changes have also been made.

I Part V-3. Citations of unpublished reports or personal communications have been
deleted, and links to other figures or parts of the CEM have been checked and corrected.

m. Part V-4. Minor text changes, corrections to references and Figure V-4-1.

Part V-5. Links to other parts of the CEM that were planned but never written have been

deleted.
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2. Applicability. This manual applies to all HQUSACE elements and all USACE commands
having Civil Works and military design responsibilities.
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3. Discussion. The CEM is divided into five parts in two major subdivisions: science-based
and engineering-based. The first four parts of the CEM and Appendix A compose the science-
based subdivision:

Part I, “Introduction”

Part II, “Coastal Hydrodynamics™
Part I11, “Coastal Sediment Processes”
Part IV, “Coastal Geology”

Appendix A, “Glossary”

The engineering-based subdivision is oriented toward a project-type approach, Part V, “Coastal
Project Planning and Design.”

4. Distribution Statement. Approved for public release, distribution unlimited.

5. Note to Users. Revised chapters are dated 1 April 2008. Readers need to download the
entire new chapters and discard earlier versions in their possession.

TEP\ﬁEML

Colonel, Corps of Engineers
Chief of Staff

FOR THE COMMANDER:
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1. Purpose. This change to EM 1110-2-1100, 30 April 2013, adds explanatory text, updates one
equation, and replaces four figures in Chapter 11-2, “Meteorology and Wave Climate.” Other
chapters in Part 11 as well as all other parts of the manual have not been modified.

2. Applicability. The changed information is annotated as follows:
a. Pages Il-2-ii to 11-2-iii. Minor changes were made to the list of figures.

b. Page I1-2-1. An introduction paragraph was added, describing the overall goal of the
chapter.

c. Pages 11-2-12. Several sentences were added to paragraph 9 describing physical
constraints that might limit values for the coefficient of friction.

d. Page Il1-2-14. A sentence was added to paragraph b describing how the ACES software
and Figure 11-2-6 do not always provide the exact same answers.

e. Page Il1-2-25. Figure 11-2-13 was changed to show “Geostrophic wind speed Ug (m/sec)”
on the X-axis and “Rg = U10/Ug” on the Y-axis. Figure 11-2-14 was changed to show “Uyg
(m/sec)” on the X-axis and “U=/Ugy” on the Y-axis.

f. Page 11-2-27. Caption added to explain the graphic in Example Problem 11-2-5.

g. Page I1-2-48. Equation 11-2-36 was corrected, with coefficient in the second equation
listed changed from 0.751 to 0.651.

h. Page I1-2-49. In paragraph c, the description of narrow fetches has been expanded.

i. Pages I1-2-50 to 11-2-51. Figures 11-2-23 to 11-2-26 were replaced with recomputed and
replotted figures. The new plots are easier to interpret and correct drafting errors.

j. Page I1-2-53. The Introduction section, “a,” has been expanded to describe current WIS
computations and data locations, and to add that hindcast data are available for areas of the
Alaska and Hawaii coasts.
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k. Page II-2-61. Minor changes were made in Paragraph (4) to improve wording. In
paragraph (5) two additional hurricanes (Katrina and Rita) were added to the list of extreme Gulf
of Mexico events.

1. Page II-2-65. Minor changes were made to paragraphs “e (1) and “e (2)” to improve
wording.

m. Page II-2-71. A reference by Powell et al. (2003) was added.
n. Page II-2-72. A reference to the Shore Protection Manual (1977) was added.
0. Page II-2-73. A reference by Sverdrup and Munk (1950) was added.

p. Page II-2-77. The acknowledgements were corrected to reflect the retirement of two
authors and death of two reviewers.

3. Distribution Statement. Approved for public release, distribution unlimited.

4. Note to Users. Readers should download the entire new chapter II-2 and discard earlier
versions in their possession.

FOR THE COMMANDER:

D0 -

D. PETER HELMLINGER
COL, EN
Chief of Staff
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Chapter II-1
Water Wave Mechanics

I1-1-1. Introduction

a. Waves on the surface of the ocean with periods of 3 to 25 sec are primarily generated by winds and
are a fundamental feature of coastal regions of the world. Other wave motions exist on the ocean including
internal waves, tides, and edge waves. For the remainder of this chapter, unless otherwise indicated, the term
waves will apply only to surface gravity waves in the wind wave range of 3 to 25 sec.

b. Knowledge of these waves and the forces they generate is essential for the design of coastal projects
since they are the major factor that determines the geometry of beaches, the planning and design of marinas,
waterways, shore protection measures, hydraulic structures, and other civil and military coastal works.
Estimates of wave conditions are needed in almost all coastal engineering studies. The purpose of this chapter
is to give engineers theories and mathematical formulae for describing ocean surface waves and the forces,
accelerations, and velocities due to them. This chapter is organized into two sections: Regular Waves and
Irregular Waves.

c. Inthe Regular Waves section, the objective is to provide a detailed understanding of the mechanics
of a wave field through examination of waves of constant height and period. In the Irregular Waves section,
the objective is to describe statistical methods for analyzing irregular waves (wave systems where successive
waves may have differing periods and heights) which are more descriptive of the waves seen in nature.

d. Inlooking at the sea surface, it is typically irregular and three-dimensional (3-D). The sea surface
changes in time, and thus, it is unsteady. At this time, this complex, time-varying 3-D surface cannot be
adequately described in its full complexity; neither can the velocities, pressures, and accelerations of the
underlying water required for engineering calculations. In order to arrive at estimates of the required
parameters, a number of simplifying assumptions must be made to make the problems tractable, reliable and
helpful through comparison to experiments and observations. Some of the assumptions and approximations
that are made to describe the 3-D, time-dependent complex sea surface in a simpler fashion for engineering
works may be unrealistic, but necessary for mathematical reasons.

e. The Regular Waves section of this chapter begins with the simplest mathematical representation
assuming ocean waves are two-dimensional (2-D), small in amplitude, sinusoidal, and progressively
definable by their wave height and period in a given water depth. In this simplest representation of ocean
waves, wave motions and displacements, kinematics (that is, wave velocities and accelerations), and dynamics
(that is, wave pressures and resulting forces and moments) will be determined for engineering design
estimates. When wave height becomes larger, the simple treatment may not be adequate. The next part of
the Regular Waves section considers 2-D approximation of the ocean surface to deviate from a pure sinusoid.
This representation requires using more mathematically complicated theories. These theories become
nonlinear and allow formulation of waves that are not of purely sinusoidal in shape; for example, waves
having the flatter troughs and peaked crests typically seen in shallow coastal waters when waves are relatively
high.

f.  The Irregular Waves section of this chapter is devoted to an alternative description of ocean waves.
Statistical methods for describing the natural time-dependent three-dimensional characteristics of real wave
systems are presented. A complete 3-D representation of ocean waves requires considering the sea surface
as an irregular wave train with random characteristics. To quantify this randomness of ocean waves, the
Irregular Waves section employs statistical and probabilistic theories. Even with this approach,
simplifications are required. One approach is to transform the sea surface using Fourier theory into
summation of simple sine waves and then to define a wave’s characteristics in terms of its spectrum. This

Water Wave Mechanics I1-1-1
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allows treatment of the variability of waves with respect to period and direction of travel. The second
approach is to describe a wave record at a point as a sequence of individual waves with different heights and
periods and then to consider the variability of the wave field in terms of the probability of individual waves.

g. Atthepresenttime, practicing coastal engineers must use acombination of these approaches to obtain
information for design. For example, information from the Irregular Waves section will be used to determine
the expected range of wave conditions and directional distributions of wave energy in order to select an
individual wave height and period for the problem under study. Then procedures from the Regular Waves
section will be used to characterize the kinematics and dynamics that might be expected. However, it should
be noted that the procedures for selecting and using irregular wave conditions remain an area of some
uncertainty.

h. The major generating force for waves is the wind acting on the air-sea interface. A significant
amount of wave energy is dissipated in the nearshore region and on beaches. Wave energy forms beaches;
sorts bottom sediments on the shore face; transports bottom materials onshore, offshore, and alongshore; and
exerts forces upon coastal structures. A basic understanding of the fundamental physical processes in the
generation and propagation of surface waves must precede any attempt to understand complex water motion
in seas, lakes and waterways. The Regular Waves section of this chapter outlines the fundamental principles
governing the mechanics of wave motion essential in the planning and design of coastal works. The Irregular
Waves section of this chapter discusses the applicable statistical and probabilistic theories.

i. Detailed descriptions of the basic equations for water mechanics are available in several textbooks
(see for example, Kinsman 1965; Stoker 1957; Ippen 1966; Le Méhauté 1976; Phillips 1977; Crapper 1984;
Mei 1991; Dean and Dalrymple 1991). The Regular Waves section of this chapter provides only an
introduction to wave mechanics, and it focuses on simple water wave theories for coastal engineers. Methods
are discussed for estimating wave surface profiles, water particle motion, wave energy, and wave
transformations due to interaction with the bottom and with structures.

j.  Thesimplest wave theory is the first-order, small-amplitude, or Airy wave theory which will hereafter
be called linear theory. Many engineering problems can be handled with ease and reasonable accuracy by
this theory. For convenience, prediction methods in coastal engineering generally have been based on simple
waves. For some situations, simple theories provide acceptable estimates of wave conditions.

k. When waves become large or travel toward shore into shallow water, higher-order wave theories are
often required to describe wave phenomena. These theories represent nonlinear waves. The linear theory
that is valid when waves are infinitesimally small and their motion is small also provides some insight for
finite-amplitude periodic waves (nhonlinear). However, the linear theory cannot account for the fact that wave
crests are higher above the mean water line than the troughs are below the mean water line. Results obtained
from the various theories should be carefully interpreted for use in the design of coastal projects or for the
description of coastal environment.

I.  Any basic physical description of a water wave involves both its surface form and the water motion
beneath the surface. A wave that can be described in simple mathematical terms is called a simple wave.
Waves comprised of several components and difficult to describe in form or motion are termed wave trains
or complex waves. Sinusoidal or monochromatic waves are examples of simple waves, since their surface
profile can be described by a single sine or cosine function. A wave is periodic if its motion and surface
profile recur in equal intervals of time termed the wave period. A wave form that moves horizontally relative
to a fixed point is called a progressive wave and the direction in which it moves is termed the direction of
wave propagation. A progressive wave is called wave of permanent form if it propagates without
experiencing any change in shape.

11-1-2 Water Wave Mechanics
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m. Water waves are considered oscillatory or nearly oscillatory if the motion described by the water
particles is circular orbits that are closed or nearly closed for each wave period. The linear theory represents
pure oscillatory waves. Waves defined by finite-amplitude wave theories are not pure oscillatory waves but
still periodic since the fluid is moved in the direction of wave advance by each successive wave. This motion
is termed mass transport of the waves. When water particles advance with the wave and do not return to their
original position, the wave is called a wave of translation. A solitary wave is an example of a wave of
translation.

n. Itisimportant in coastal practice to differentiate between two types of surface waves. These are seas
and swells. Seas refer to short-period waves still being created by winds. Swells refer to waves that have
moved out of the generating area. In general, swells are more regular waves with well-defined long crests
and relatively long periods.

0. The growth of wind-generated oceanic waves is not indefinite. The point when waves stop growing
is termed a fully developed sea condition. Wind energy is imparted to the water leading to the growth of
waves; however, after a point, the energy imparted to the waters is dissipated by wave breaking. Seas are
short-crested and irregular and their periods are within the 3- to 25- sec range. Seas usually have shorter
periods and lengths, and their surface appears much more disturbed than for swells. Waves assume a more
orderly state with the appearance of definite crests and troughs when they are no longer under the influence
of winds (swell).

p. Toan observer at a large distance from a storm, swells originating in a storm area will appear to be
almost unidirectional (i.e., they propagate in a predominant direction) and long-crested (i.e., they have well-
defined and distinctly separated crests). Although waves of different periods existed originally together in
the generation area (seas), in time the various wave components in the sea separate from one another. Longer
period waves move faster and reach distant sites first. Shorter period components may reach the site several
days later. Inthe wave generation area, energy is transferred from shorter period waves to the longer waves.
Waves can travel hundreds or thousands of kilometers without much loss of energy. However, some wave
energy is dissipated internally within the fluid, by interaction with the air above, by turbulence upon breaking,
and by percolation and friction with the seabed. Short-period components lose their energy more readily than
long-period components. As a consequence of these processes, the periods of swell waves tend to be
somewhat longer than seas. Swells typically have periods greater than 10 sec.

II-1-2. Regular Waves

a. Introduction. Wave theories are approximations to reality. They may describe some phenomena
well under certain conditions that satisfy the assumptions made in their derivation. They may fail to describe
other phenomena that violate those assumptions. In adopting a theory, care must be taken to ensure that the
wave phenomenon of interest is described reasonably well by the theory adopted, since shore protection
design depends on the ability to predict wave surface profiles and water motion, and on the accuracy of such
predictions.

Water Wave Mechanics 11-1-3
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b. Definition of wave parameters.

(1) A progressive wave may be represented by the variables x (spatial) and t (temporal) or by their
combination (phase), defined as &= kx - wt, where k and w are described in the following paragraphs. The
values of @vary between 0 and 2. Since the G-representation is a simple and compact notation, it will be
used in this chapter. Figure 11-1-1 depicts parameters that define a simple, progressive wave as it passes a
fixed point in the ocean. A simple, periodic wave of permanent form propagating over a horizontal bottom
may be completely characterized by the wave height H wavelength L and water depth d.

Z

Direction of Propagation

L

Bottom, z=-4

g .
7 7 7 777

Figure II-1-1. Definition of terms - elementary, sinusoidal, progressive wave

(2) As shown in Figure 11-1-1, the highest point of the wave is the crest and the lowest point is the
trough. For linear or small-amplitude waves, the height of the crest above the still-water level (SWL) and
the distance of the trough below the SWL are each equal to the wave amplitude a. Therefore a = H/2, where
H = the wave height. The time interval between the passage of two successive wave crests or troughs at a
given point is the wave period T. The wavelength L is the horizontal distance between two identical points
on two successive wave crests or two successive wave troughs.

(3) Other wave parameters include w = 27/T the angular or radian frequency, the wave number k =
2 71/, the phase velocity or wave celerity C = L/T = w/k, the wave steepness € = H/L, the relative depth d/L,
and the relative wave height H/d. These are the most common parameters encountered in coastal practice.
Wave motion can be defined in terms of dimensionless parameters H/L, H/d, and d/L; these are often used
in practice. The dimensionless parameters ka and kd, preferred in research works, can be substituted for H/L
and d/L, respectively, since these differ only by a constant factor 27 from those preferred by engineers.
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c. Linear wave theory.
(1) Introduction.

(a) The most elementary wave theory is the small-amplitude or linear wave theory. This theory,
developed by Airy (1845), is easy to apply, and gives a reasonable approximation of wave characteristics for
a wide range of wave parameters. A more complete theoretical description of waves may be obtained as the
sum of many successive approximations, where each additional term in the series is a correction to preceding
terms. For some situations, waves are better described by these higher-order theories, which are usually
referred to as finite-amplitude wave theories (Mei 1991, Dean and Dalrymple 1991). Although there are
limitations to its applicability, linear theory can still be useful provided the assumptions made in developing
this simple theory are not grossly violated.

(b) The assumptions made in developing the linear wave theory are:

® The fluid is homogeneous and incompressible; therefore, the density p is a constant.
® Surface tension can be neglected.

® Coriolis effect due to the earth's rotation can be neglected.

® Pressure at the free surface is uniform and constant.
® The fluid is ideal or inviscid (lacks viscosity).

® The particular wave being considered does not interact with any other water motions. The flow is
irrotational so that water particles do not rotate (only normal forces are important and shearing forces
are negligible).

® The bed is a horizontal, fixed, impermeable boundary, which implies that the vertical velocity at the
bed is zero.

® The wave amplitude is small and the waveform is invariant in time and space.
® \Waves are plane or long-crested (two-dimensional).

(c) The first three assumptions are valid for virtually all coastal engineering problems. It is necessary
to relax the fourth, fifth, and sixth assumptions for some specialized problems not considered in this manual.
Relaxing the three final assumptions is essential in many problems, and is considered later in this chapter.

(d) Theassumption of irrotationality stated as the sixth assumption above allows the use of a mathemati-
cal function termed the velocity potential @. The velocity potential is a scaler function whose gradient (i.e.,
the rate of change of @ relative to the x-and z-coordinates in two dimensions where x = horizontal,
z = vertical) at any point in fluid is the velocity vector. Thus,

u =92 (11-1-1)
ox

is the fluid velocity in the x-direction, and

od
w= — 11-1-2
= (11-1-2)
is the fluid velocity in the z-direction. ® has the units of length squared divided by time. Consequently, if

d(x, z, t) is known over the flow field, then fluid particle velocity components u and w can be found.
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(e) Theincompressible assumption (a) above implies that there is another mathematical function termed
the stream function ¥. Some wave theories are formulated in terms of the stream function ¥, which is
orthogonal to the potential function ®@. Lines of constant values of the potential function (equipotential lines)
and lines of constant values of the stream function are mutually perpendicular or orthogonal. Consequently,
if @ is known, ¥ can be found, or vice versa, using the equations

@ _ ¥

- 11-1-3
ox oz ( )
o _ 9% (11-1-4)
oz ox

termed the Cauchy-Riemann conditions (Whitham 1974; Milne-Thompson 1976). Both @ and ¥ satisfy the
Laplace equation which governs the flow of an ideal fluid (inviscid and incompressible fluid). Thus, under
the assumptions outlined above, the Laplace equation governs the flow beneath waves. The Laplace equation
in two dimensions with x = horizontal, and z = vertical axes in terms of velocity potential ® is given by

°® @

+
ox? 9z?

=0 (11-1-5)

(f) Interms of the stream function, ¥, Laplace's equation becomes

2 2
ow ¥ _ (11-1-6)
ox? 9z?

(g9) The linear theory formulation is usually developed in terms of the potential function, ®.

In applying the seventh assumption to waves in water of varying depth (encountered when waves approach
a beach), the local depth is usually used. This can be justified, but not without difficulty, for most practical
cases in which the bottom slope is flatter than about 1 on 10. A progressive wave moving into shallow water
will change its shape significantly. Effects due to the wave transformations are addressed in Parts 11-3 and
-4,

(h) The most fundamental description of a simple sinusoidal oscillatory wave is by its length L (the
horizontal distance between corresponding points on two successive waves), height H (the vertical distance
to its crest from the preceding trough), period T (the time for two successive crests to pass a given point), and
depth d (the distance from the bed to SWL).

(i) Figure 11-1-1 shows a two-dimensional, simple progressive wave propagating in the positive x-
direction, using the symbols presented above. The symbol 7 denotes the displacement of the water surface
relative to the SWL and is a function of x and time t. At the wave crest, 7 is equal to the amplitude of the
wave a, or one-half the wave height H/2.

(2) Wave celerity, length, and period.
(a) The speed at which a wave form propagates is termed the phase velocity or wave celerity C. Since

the distance traveled by a wave during one wave period is equal to one wavelength, wave celerity can be
related to the wave period and length by
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L
C== 1-1-7
T (11-1-7)
(b) An expression relating wave celerity to wavelength and water depth is given by
C - Jg_L tanh(ﬂ) (11-1-8)
2n L

(c) Equation I1-1-8 is termed the dispersion relation since it indicates that waves with different periods
travel at different speeds. For a situation where more than one wave is present, the longer period wave will
travel faster. From Equation I1-1-7, it is seen that Equation I1-1-8 can be written as

c- &r tanh(ﬂ) (11-1-9)
27 L

(d) The values 277/L and 27/T are called the wave number k and the wave angular frequency w,
respectively. From Equation 11-1-7 and 11-1-9, an expression for wavelength as a function of depth and wave
period may be obtained as

2
L-2T tanh( 2“") - 8T tanh (kd) (11-1-10)
2n L w
(e) Use of Equation 11-1-10 involves some difficulty since the unknown L appears on both sides of the
equation. Tabulated values of d/L and d/L, (SPM 1984) where L, is the deepwater wavelength may be used
to simplify the solution of Equation I1-1-10. Eckart (1952) gives an approximate expression for Equa-
tion 11-1-10, which is correct to within about 10 percent. This expression is given by

2 2
L~ 8 |tann | 474 (11-1-11)
2n T? 8

() Equation 11-1-11 explicitly gives L in terms of wave period T and is sufficiently accurate for many
engineering calculations. The maximum error 10 percent occurs when d/L = 1/2. There are several other
approximations for solving Equation 11-1-10 (Hunt 1979; Venezian and Demirbilek 1979; Wu and Thornton
1986; Fenton and McKee 1990).

(g) Gravity waves may also be classified by the water depth in which they travel. The following
classifications are made according to the magnitude of d/L and the resulting limiting values taken by the
function tanh (2 7zd/L). Note that as the argument of the hyperbolic tangent kd = 21td/L gets large, the tanh
(kd) approaches 1, and for small values of kd, tanh (kd) = kd.

(h) Water waves are classified in Table I1-1-1 based on the relative depth criterion d/L.
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Table 1I-1-1

Classification of Water Waves

Classification d/L kd tanh (kd)
Deep water 1/2 to T to o =1
Transitional 1/20 to 1/2 m/1l0toTm tanh (kd)
Shallow water 0to 1/20 0to 11/10 = kd

(i) In deep water, tanh (kd) approaches unity, Equations 11-1-7 and 11-1-8 reduce to

gL, L,
Cc. = |20 -0 11-1-12
0 27 T ( )

and Equation 11-1-9 becomes

T
- §_ﬂ (11-1-13)

(1) Although deep water actually occurs at an infinite depth, tanh (kd), for most practical purposes,
approaches unity at a much smaller d/L. For a relative depth of one-half (i.e., when the depth is one-half the
wavelength), tanh (27td/L) = 0.9964.

(K) When the relative depth d/L is greater than one-half, the wave characteristics are virtually
independent of depth. Deepwater conditions are indicated by the subscript0 as in L, and C, except that the
period T remains constant and independent of depth for oscillatory waves, and therefore, the subscript for
wave period is omitted (Ippen 1966). Inthe Sl system (System International or metric system of units) where
units of meters and seconds are used, the constant g/2 7z is equal to 1.56 m/s?, and

c,- &L - 28 1 _ 1567 mis (11-1-14)
2n 27
and
2
L=-8C - 28 12 1567 m (11-1-15)
27 27

() If units of feet and seconds are specified, the constant g/2 77 is equal to 5.12 ft/s?, and

c, - 8L - 5127 fils (11-1-16)
27
and
2
L, - 8L - s s (11-1-17)
27

(m) If Equations I1-1-14 and 11-1-15 are used to compute wave celerity when the relative depth is d/L =
0.25, the resulting error will be about 9 percent. It is evident that a relative depth of 0.5 is a satisfactory
boundary separating deepwater waves from waves in water of transitional depth. If a wave is traveling in
transitional depths, Equations 11-1-8 and 11-1-9 must be used without simplification. As a rule of thumb,
Equation 11-1-8 and 11-1-9 must be used when the relative depth is between 0.5 and 0.04.
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(n) When the relative water depth becomes shallow, i.e., 2rtd/L < 1/4 or d/L < 1/25, Equation 11-1-8 can
be simplified to

C - Jad (11-1-18)

(o) Waves sufficiently long such that Equation 11-1-18 may be applied are termed long waves. This
relation is attributed to Lagrange. Thus, when a wave travels in shallow water, wave celerity depends only
on water depth.

(p) Insummary, as a wind wave passes from deep water to the beach its speed and length are first only
a function of its period (or frequency); then as the depth becomes shallower relative to its length, the length
and speed are dependent upon both depth and period; and finally the wave reaches a point where its length
and speed are dependent only on depth (and not frequency).

(3) The sinusoidal wave profile. The equation describing the free surface as a function of time t and
horizontal distance x for a simple sinusoidal wave can be shown to be

A 2nx @) - a cos O (11-1-19)

n=acos(kx—wt)=;cos(T T

where 77is the elevation of the water surface relative to the SWL, and H/2 is one-half the wave height equal
to the wave amplitude a. This expression represents a periodic, sinusoidal, progressive wave traveling in the
positive x-direction. For a wave moving in the negative x-direction, the minus sign before 21tt/T is replaced

with a plus sign. When €= (2 7x/L - 2 2t/T) equals 0, 7/2, 7T, 3T/2, the corresponding values of 1 are H/2,
0, -H/2, and 0, respectively (Figure I1-1-1).

(4) Some useful functions.
(a) Dividing Equation 11-1-9 by Equation I1-1-13, and Equation I1-1-10 by Equation I1-1-15 yields,

- tanh (2%’) - tanh kd (11-1-20)

L
LO

|a

(b) If both sides of Equation I11-1-20 are multiplied by d/L, it becomes

4 _ 9 anh (Zﬂ’) = 9 tanh kd (11-1-21)
I, L L

(c) The terms d/L, and d/L and other useful functions such as kd = 2 zzd/L and tanh (kd) have been
tabulated by Wiegel (1954) as a function of d/L, (see also SPM 1984, Appendix C, Tables C-1 and C-2).
These functions simplify the solution of wave problems described by the linear theory and are summarized
in Figure 11-1-5. An example problem illustrating the use of linear wave theory equations and the figures and
tables mentioned follows.
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EXAMPLE PROBLEM II-1-1

FIND:
The wave celerities C and lengths L corresponding to depths d = 200 meters (656 ft) and d = 3 m (9.8 ft).

GIVEN:
A wave with a period T = 10 seconds is propagated shoreward over a uniformly sloping shelf from a depth
d =200 m (656 ft) to a depth d =3 m (9.8 ft).

SOLUTION:
Using Equation 11-1-15,

Ford=200m

Note that for values of

4
LO

therefore,
L = L, = 156 m (512 ft) (deepwater wave, since% > %)

which is in agreement with Figure 11-1-5.

By Equation I1-1-7

C=%%=156WMﬂ2ﬁm

d_ 3
L, 156

= 0.0192

Example Problem I1-1-1 (Continued
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Example Problem 11-1-1 (Concluded)
By trial-and-error solution (Equation 11-1-21) with d/L, it is found that
4 0.05641
L

L = 3 = 53.2 m (174 f¥) | transitional depth, sincei <4 1

0.05641 25 L 2

An approximate value of L can also be found by using Equation I1-1-11

;. &l mh(ﬂg]

2n T> g

which can be written in terms of L, as

L=1, tanh(ﬂ]

L,

L ~ 156 tanh(z"—@’))
J 156

L ~ 156 \/tanh(0.1208)

therefore

L ~ 156 /0.1202 = 54.1 m (177.5 f)

which compares with L = 53.3 m obtained using Equations 11-1-8, 11-1-9, or 11-1-21. The error in this case is
1.5 percent. Note that Figure 11-1-5 or Plate C-1 (SPM 1984) could also have been used to determine d/L.
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(5) Local fluid velocities and accelerations.
(@) Inwave force studies, the local fluid velocities and accelerations for various values of zand t during

the passage of a wave must often be found. The horizontal component u and the vertical component w of the
local fluid velocity are given by the following equations (with &, x, and t as defined in Figure 11-1-1):

u =E g_T COSh[ZTE(Z"'d)/L] cos 0 (”_1_22)
2 L cosh(2nd/L)
w = Egsmh[%:(z + d)/L] sin 6 (“_1_23)

2 L cosh(2nd/L)

(b) These equations express the local fluid velocity components any distance (z + d) above the bottom.
The velocities are periodic in both x and t. For a given value of the phase angle &= (27x/L -2 7it/T), the
hyperbolic functions cosh and sinh, as functions of z result in an approximate exponential decay of the
magnitude of velocity components with increasing distance below the free surface. The maximum positive
horizontal velocity occurs when &= 0, 2, etc., while the maximum horizontal velocity in the negative
direction occurs when €= T, 3m, etc. On the other hand, the maximum positive vertical velocity occurs
when 8= 7t/2,57/2, etc., and the maximum vertical velocity in the negative direction occurs when 8= 37/2,
77/2, etc. Fluid particle velocities under a wave train are shown in Figure 11-1-2.

(c) The local fluid particle accelerations are obtained from Equations 11-1-22 and 11-1-23 by
differentiating each equation with respect to t. Thus,

o, = gnH cosh[2n(z + d)/L] sin 0 = Ou (11-1-24)
L cosh(2nd/L) ot

o, - _gnH sinh[2n@z+d)/L] g - OW (11-1-25)
L cosh(2nd/L) ot

(d) Positive and negative values of the horizontal and vertical fluid accelerations for various values of
@ are shown in Figure 11-1-2.

(e) Figure I1-1-2, a sketch of the local fluid motion, indicates that the fluid under the crest moves in the
direction of wave propagation and returns during passage of the trough. Linear theory does not predict any
net mass transport; hence, the sketch shows only an oscillatory fluid motion. Figure 11-1-3 depicts profiles
of the surface elevation, particle velocities, and accelerations by the linear wave theory. The following
problem illustrates the computations required to determine local fluid velocities and accelerations resulting
from wave motions.
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Celerity

Direction of Wave Propagation

wey | OO O G O
u=-+; w=0 u=0; w=+ u=—; w=0 u=0; w=—  u=+; w=0
Acceleration @ @ @ @ @
a, =0; == O, =+ a%=0 o, =0; ar=+ o= 0= o, =0; Q==
® 0 /2 m 3n/2 2r

Figure 1I-1-2. Local fluid velocities and accelerations
(6) Water particle displacements.

(a) Another important aspect of linear wave theory deals with the displacement of individual water
particles within the wave. Water particles generally move in elliptical paths in shallow or transitional depth
water and in circular paths in deep water (Figure 11-1-4). If the mean particle position is considered to be at
the center of the ellipse or circle, then vertical particle displacement with respect to the mean position cannot
exceed one-half the wave height. Thus, since the wave height is assumed to be small, the displacement of
any fluid particle from its mean position must be small. Integration of Equations 11-1-22 and 11-1-23 gives
the horizontal and vertical particle displacements from the mean position, respectively (Figure 11-1-4).

(b) Fluid particle displacements are

cosh ( M)
L

2
g - Hel sin 0 (11-1-26)
4nl cosh 2nd
L
. sinh(—Z”(Z * d))
¢ =+ HeT L cos 0 (11-1-27)
4ml cosh(ﬂ)
L

Water Wave Mechanics 11-1-13



EM 1110-2-1100 (Part I1)
1 Aug 08 (Change 2)

0 n/2 ® 37/2 27

Figure 11-1-3. Profiles of particle velocity and acceleration
by Airy theory in relation to the surface elevation

where £is the horizontal displacement of the water particle from its mean position and ¢ is the vertical
displacement from its mean position (Figure 11-1-4). The above equations can be simplified by using the
relationship

2
(2711) _ 2ng onn 21d (11-1-28)
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EXAMPLE PROBLEM II-1-2

FIND:
The local horizontal and vertical velocities u and w, and accelerations a, and ¢, at an elevation z =-5m
(or z = -16.4 ft) below the SWL when 0 = 27tx/L - 27tt/T = 70/3 (or 60°).

GIVEN:
A wave with a period T = 8 sec, in a water depth d = 15 m (49 ft), and a height H = 5.5 m (18.0 ft).

SOLUTION:
Calculate

L, = 1.56T2 = 1.56(8)* = 99.8 m (327 fi)

- 15 01503
99.8

4
LO

By trial-and-error solution or using Figure 11-1-5 for d/L, = 0.1503, we find

4. 0.1835
L

coshz%i = 1.742

L=—D_ - 817m@687m

0.1835

Evaluation of the constant terms in Equations 11-1-22 to I1-1-25 gives

HgT 1 _ 5509808 1 _
2L cosh(2nd/L) 2 (81.7) 1.742

Hgm 1 _55(98)3.1416) 1 _ 00
L cosh(2md/L) 81.7 1.742

Substitution into Equation 11-1-22 gives

u = 1.515 cosh M

cos 60°
81.7 [ |

= 1.515 [cosh(0.7691)] (0.500)

Example Problem I1-1-2 (Continued)

Water Wave Mechanics 11-1-15



EM 1110-2-1100 (Part I1)
1 Aug 08 (Change 2)

Example Problem 11-1-2 (Concluded)

From the above known information, we find

and values of hyperbolic functions become

cosh(0.7691) = 1.3106

sinh(0.7691) = 0.8472
Therefore, fluid particle velocities are
1.515(1.1306)(0.500) = 0.99 m/s (3.26 fils)
1.515(0.8472)(0.866) = 1.11 m/s (3.65 fils)

and fluid particle accelerations are

&, = 1.190(1.3106)(0.866) = 1.35 mis® (4.43 fiis?)

«, = -1.190(0.8472)(0.500) =-0.50 m/s? (1.65 fis?)

(c) Thus,
h(m)
E = - L sin 0
L
sinh ( 2(z+d) )
=+ %[ L cos O

sinh( 2nd)
L

11-1-16

(11-1-29)

(11-1-30)
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Figure II-1-4. Water particle displacements from mean position for shallow-water and deepwater waves

(d) Writing Equations 11-1-29 and 11-1-30 in the forms,

sinh(zﬂ’)
sin? 0 = |& L (11-1-31)
a h(u]
L
sinh(zﬂ’)
cos? 8 = |& L (11-1-32)
4 sinh(L(Z i d))
L
and adding gives
2 2
e, (11-1-33)
A% B?

in which A and B are

11-1-17
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cosh ( M)
L

4-H (11-1-34)
2 sinh(zﬁ’)
3
sinh(—“(z * d)J
p-14 L (11-1-35)
sinh(zﬂi)
L

(e) Equation I1-1-33 is the equation of an ellipse with a major- (horizontal) semi-axis equal to A and a
minor (vertical) semi-axis equal to B. The lengths of A and B are measures of the horizontal and vertical
displacements of the water particles (see Figure I1-1-4). Thus, the water particles are predicted to move in
closed orbits by linear wave theory; i.e., a fluid particle returns to its initial position after each wave cycle.
Comparing laboratory measurements of particle orbits with this theory shows that particle orbits are not
completely closed. This difference between linear theory and observations is due to the mass transport
phenomenon, which is discussed later in this chapter. It shows that linear theory is inadequate to explain
wave motion completely.

(f) Examination of Equations 11-1-34 and I1-1-35 shows that for deepwater conditions, A and B are equal
and particle paths are circular (Figure 11-1-4). These equations become

21z

A=8B-= g e(T) for % > % (i.e., deepwater limit) (11-1-36)

(9) For shallow-water conditions (d/L < 1/25), the equations become
a=2_L (11-1-37)
2 2nd
and

_H|,, = 1.
3-3(1 d) (11-1-38)
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EXAMPLE PROBLEM II-1-3

FIND:
(&) The maximum horizontal and vertical displacement of a water particle from its mean position when z =
O0andz=-d.

(b) The maximum water particle displacement at an elevation z = -7.5 m (-24.6 ft) when the wave is in
infinitely deep water.

(c) For the deepwater conditions of (b) above, show that the particle displacements are small relative to the
wave height when z = -L, /2.

GIVEN:
A wave in a depth d = 12 m (39.4 ft), height H =3 m (9.8 ft), and a period T = 10 sec. The corresponding
deepwater wave height is H, = 3.13 m (10.27 ft).

SOLUTION:
(@
L, = 1.56T2 = 1.56(10)> = 156 m (512 fi)

- 12 _ 40769
156

4
LO

From hand calculators, we find

When z = 0, Equation I1-1-34 reduces to

2nd
L

and Equation 11-1-35 reduces to

a=3_1 235,170

(0.6389)

Example Problem 11-1-3 (Continued
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Example Problem 11-1-3 (Concluded)

When z = -d,

Ll -3 181 m (592 )

2 d) 2(0.8306)
L

and B =0.
(b) With H, =3.13 mand z =-7.5 m (-24.6 ft), evaluate the exponent of e for use in Equation 11-1-36,
noting that L = L,

2nz _ 2m(-7.5) _
L 156

-0.302

thus,
e 0302 - 0,739

Therefore,

)=3-_213(o.739)= 1.16 m (3.79 fi)

The maximum displacement or diameter of the orbit circle would be 2(1.16) = 2.32 m (7.61 ft) when
z=-75m.

(c) At a depth corresponding to the half wavelength from the MWL, we have

L

z= -2 ~Z156 780 m (2559 )
2nz _ 2m(-78) _
I 156

-3.142

Therefore

e 1% = 0.043

2nz

) 3_213 (0.043) = 0.067 m (0.221 fi)

Thus, the maximum displacement of the particle is 0.067 m, which is small when compared with the deepwater
i =3.13 m (10.45 ft).
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(h) Thus, in deep water, the water particle orbits are circular as indicated by Equation 11-1-36 (see Fig-
ure 11-1-4). Equations I1-1-37 and I1-1-38 show that in transitional and shallow water, the orbits are elliptical.
The more shallow the water, the flatter the ellipse. The amplitude of the water particle displacement
decreases exponentially with depth and in deepwater regions becomes small relative to the wave height at a
depth equal to one-half the wavelength below the free surface; i.e., when z = L /2.

(i) Water particle displacements and orbits based on linear theory are illustrated in Figure 11-1-4. For
shallow regions, horizontal particle displacement near the bottom can be large. In fact, this is apparent in
offshore regions seaward of the breaker zone where wave action and turbulence lift bottom sediments into
suspension. The vertical displacement of water particles varies from a minimum of zero at the bottom to a
maximum equal to one-half the wave height at the surface.

(7) Subsurface pressure.

(a) Subsurface pressure under a wave is the sum of two contributing components, dynamic and static
pressures, and is given by

ngcosh M

2 cosh( MJ
L

p'=

cos 0 - pgz + p, (11-1-39)

where p “is the total or absolute pressure, p, is the atmospheric pressure, and o is the mass density of water
(for salt water, p= 1,025 kg/m? or 2.0 slugs/ft*, for fresh water, p= 1,000 kg/m?* or 1.94 slugs/ft®). The first
term of Equation 11-1-39 represents a dynamic component due to acceleration, while the second term is the
static component of pressure. For convenience, the pressure is usually taken as the gauge pressure defined
as

ngcosh’rM
p=p - b, = L cos 0 - pgz (11-1-40)
2nd
2cosh| ——
L
(b) Equation I1-1-40 can be written as
cosh ¥]
P = pPgN - pgz (11-1-41)
( 211:d)
cosh| =——
L
since
'r|=gcos 2mx 2t H cos O (1-1-42)
2 L T 2
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(c) The ratio

cosh M“
L

K = (11-1-43)
2nd
cosh( —)

is termed the pressure response factor. Hence, Equation I1-1-41 can be written as
p = pgk, - 2) (11-1-44)
(d) The pressure response factor K for the pressure at the bottom when z = -d,

K - K - 1 (11-1-45)

cosh( ZﬂiJ
L

is presented as function of d/L, in the tables (SPM 1984); see also Figure 11-1-5. This figure is a convenient
graphic means to determine intermediate and shallow-water values of the bottom pressure response factor K,
the ratio C/C, (=L/L, = k, /k ), and a number of other variables commonly occurring in water wave
calculations.

(e) Itis often necessary to determine the height of surface waves based on subsurface measurements of
pressure. For this purpose, it is convenient to rewrite Equation 11-1-44 as

N = N@ + pgz) (11-1-46)
pgk,

where z is the depth below the SWL of the pressure gauge, and N a correction factor equal to unity if the
linear theory applies.

(f) Chakrabarti (1987) presents measurements that correlate measured dynamic pressure in the water
column (s in his notation is the elevation above the seabed) with linear wave theory. These laboratory
measurements include a number of water depths, wave periods, and wave heights. The best agreement
between the theory and these measurements occurs in deep water. Shallow-water pressure measurements for
steep water waves deviate significantly from the linear wave theory predictions. The example problem
hereafter illustrates the use of pertinent equations for finding wave heights from pressure measurements based
on linear theory.

(8) Group velocity.

() Itis desirable to know how fast wave energy is moving. One way to determine this is to look at the
speed of wave groups that represents propagation of wave energy in space and time. The speed a group of
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Figure 1I-1-5. Variation of wave parameters with d/L, (Dean and Dalrymple 1991)

waves or a wave train travels is generally not identical to the speed with which individual waves within the
group travel. The group speed is termed the group velocity C; the individual wave speed is the phase velocity
or wave celerity given by Equations I1-1-8 or 11-1-9. For waves propagating in deep or transitional water with
gravity as the primary restoring force, the group velocity will be less than the phase velocity. For those
waves, propagated primarily under the influence of surface tension (i.e., capillary waves), the group velocity
may exceed the velocity of an individual wave.

(b) The concept of group velocity can be described by considering the interaction of two sinusoidal wave
trains moving in the same direction with slightly different wavelengths and periods. The equation of the
water surface is given by

(11-1-47)

H ( 27X 21‘51‘) H ( 27x 21‘51‘]
= - + 0S L -

Tl 2 TZ
where 7, and 77, are the two components. They may be summed since superposition of solutions is
permissible when the linear wave theory is used. For simplicity, the heights of both wave components have
been assumed equal. Since the wavelengths of the two component waves, L, and L,, have been assumed
slightly different for some values of x at a given time, the two components will be in phase and the wave
height observed will be 2H; for some other values of x, the two waves will be completely out of phase and
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EXAMPLE PROBLEM II-1-4

FIND:
The height of the wave H assuming that linear theory applies and the average frequency corresponds to the
average wave amplitude.

GIVEN:

An average maximum pressure p = 124 kilonewtons per square meter is measured by a subsurface pressure
gauge located in salt water 0.6 meter (1.97 ft) above the bed in depth d = 12 m (39 ft). The average frequency f
= 0.06666 cycles per second (Hertz).

SOLUTION:

= 1.56(15)* = 351 m (1152 f9)

- 12 | 00342
351

From Figure 11-1-5, entering with d/L,,
= 0.07651

12

L=——=__ =158 m (515 fi
(0.07651) 1571

cosh (2%1) = 1.1178

Therefore, from Equation 11-1-43

2n(-11.4+12)
156.8

cosh M} cosh }
K - L - - 0.8949

V4

(21”1) 1.1178
cosh 5

Since 1 = a = H/2 when the pressure is maximum (under the wave crest), and N = 1.0 since linear theory is
assumed valid,

H _ Np + pgg) _ 1.0 [124 + (10.06) (-11.4)]

= 1.04 m (3.44 fi)
2 gk, (10.06) (0.8949)

Therefore,
H = 2(1.04) = 2.08 m (6.3 f7)

Note that the value of K in Figure 11-1-5 or SPM (1984) could not be used since the pressure was not measured
at the bottom.
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the resultant wave height will be zero. The surface profile made up of the sum of the two sinusoidal waves
is given by Equation 11-1-47 and is shown in Figure 11-1-6. The waves shown in Figure 11-1-6 appear to be
traveling in groups described by the equation of the envelope curves

L2 B Ll Tz B T1
Nemvelope = E Hecos|m| =——|x - t| =—|¢ (11-1-48)
Ll L2 Tl T2
Menvelope
K n=m, +7, Veep
A rcg
Aape AR n —(
e
7 S \\
/ B /1 N 2H
1\ \\ /I C \ / \
/7 7 N N
VA N \/\p -
J N\ /\ \
. T / )
s N b \
A 7 Y Y h -
\_20{1 ' S h _ ¥ !
|eent I—g

Figure 11-1-6. Characteristics of a wave group formed by the addition of sinusoids with different periods

(c) Itis the speed of these groups (i.e., the velocity of propagation of the envelope curves) defined in
Equation 11-1-48 that represents the group velocity. The limiting speed of the wave groups as they become
large (i.e., as the wavelength L, approaches L, and consequently the wave period T, approaches T,) is the
group velocity and can be shown to be equal to

4nd
c-1Lly, L _|_,c (11-1-49)
£ 2T (4nd]
sinh| ——
L
where
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4nd

1+ L (11-1-50)

_1
2
sinh( —4“")
L
(d) In deep water, the term (47d/L)/sinh(47td/L) is approximately zero and n = 1/2, giving
= — — = = C, (deep water) (11-1-51)

or the group velocity is one-half the phase velocity.

(e) In shallow water, sinh(4md/L ~ 4mtd/L) and

C =

&

= C = \/gd (shallow water) (11-1-52)

N

hence, the group and phase velocities are equal. Thus, in shallow water, because wave celerity is determined
by the depth, all component waves in a wave train will travel at the same speed precluding the alternate
reinforcing and canceling of components. In deep and transitional water, wave celerity depends on
wavelength; hence, slightly longer waves travel slightly faster and produce the small phase differences
resulting in wave groups. These waves are said to be dispersive or propagating in a dispersive medium; i.e.,
in a medium where their celerity is dependent on wavelength.

(f) The variation of the ratios of group and phase velocities to the deepwater phase velocity C,/C, and
CIC,, respectively are given as a function of the depth relative to the deep water wavelength d/L, in
Figure 11-1-7. The two curves merge together for small values of depth and C; reaches a maximum before
tending asymptotically toward C/2.

(g) Outside of shallow water, the phase velocity of gravity waves is greater than the group velocity. An
observer that follows a group of waves at group velocity will see waves that originate at the rear of the group
move forward through the group traveling at the phase velocity and disappear at the front of the wave group.

(h) Group velocity isimportant because it is with this velocity that wave energy is propagated. Although
mathematically the group velocity can be shown rigorously from the interference of two or more waves
(Lamb 1945), the physical significance is not as obvious as it is in the method based on the consideration of
wave energy. Therefore an additional explanation of group velocity is provided on wave energy and energy
transmission.

(9) Wave energy and power.
(a) The total energy of a wave system is the sum of its Kinetic energy and its potential energy. The

Kinetic energy is that part of the total energy due to water particle velocities associated with wave motion.
The Kinetic energy per unit length of wave crest for a wave defined with the linear theory can be found from

—_ 2 2
E = [ ("o W & 11-1-53
, fx f_dp e (11-1-53)
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Figure 1I-1-7. Variation of the ratios of group and phase velocities to deepwater phase speed using linear
theory (Sarpkaya and Isaacson 1981)

which, upon integration, gives

E, - 1_16 0o g H2 L (11-1-54)

(b) Potential energy is that part of the energy resulting from part of the fluid mass being above the
trough: the wave crest. The potential energy per unit length of wave crest for a linear wave is given by

2 2

x

E,=["pg [L /i d—z}dx (11-1-55)

which, upon integration, gives
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— 1 2
E = — H* L 11-1-56

(c) According to the Airy theory, if the potential energy is determined relative to SWL, and all waves
are propagated in the same direction, potential and kinetic energy components are equal, and the total wave
energy in one wavelength per unit crest width is given by

pgH’L , pgH’L _ pgH’L
16 16 8

E=E +E, - (11-1-57)

where subscripts k and p refer to kinetic and potential energies. Total average wave energy per unit surface
area, termed the specific energy or energy density, is given by

E = P& (11-1-58)

E _ pgH?
L 8

(d) Wave energy flux isthe rate at which energy is transmitted in the direction of wave propagation across
a vertical plan perpendicular to the direction of wave advance and extending down the entire depth.
Assuming linear theory holds, the average energy flux per unit wave crest width transmitted across a vertical
plane perpendicular to the direction of wave advance is

— 1 peer n
P == dz dt 11-1-59
7], fﬁdp u dz ( )

which, upon integration, gives
P = EnC = EC, (11-1-60)
where P is frequently called wave power, and the variable n has been defined earlier in Equation 11-1-50.
(e) If a vertical plane is taken other than perpendicular to the direction of wave advance, P = E C, sin
0, where 0 is the angle between the plane across which the energy is being transmitted and the direction of

wave advance.

(f) For deep and shallow water, Equation 11-1-60 becomes

E_0 C, (deep water) (11-1-61)

VI

N =

P = EC, = EC (shallow water) (11-1-62)

(g) Anenergy balance for a region through which waves are passing will reveal that, for steady state, the
amount of energy entering the region will equal the amount leaving the region provided no energy is added
or removed. Therefore, when the waves are moving so that their crests are parallel to the bottom contours

E,n, C, = EnC (11-1-63)
or since
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(11-1-64)

E, C, = EnC (11-1-65)

N =

(h) When the wave crests are not parallel to the bottom contours, some parts of the wave will be traveling
at different speeds and the wave will be refracted; in this case Equation 11-1-65 does not apply (see Parts I1-3
and 11-4). The rate of energy transmission is important for coastal design, and it requires knowledge of C,
to determine how fast waves move toward shore. The mean rate of energy transmission associated with
waves propagating into an area of calm water provides a different physical description of the concept of group
velocity.

(i) Equation I1-1-65 establishes a relationship between the ratio of the wave height at some arbitrary
depth and the deepwater wave height. This ratio, known as the shoaling coefficient (see Part 11-3 for detail
derivation), is dependent on the wave steepness. The variation of shoaling coefficient with wave steepness
as a function of relative water depth d/L, is shown in Figure 11-1-8. Wave shoaling and other related
nearshore processes are described in detail in Parts 11-3 and 11-4.

(10) Summary of linear wave theory.

(a) Equations describing water surface profile particle velocities, particle accelerations, and particle
displacements for linear (Airy) theory are summarized in Figure 11-1-9. The Corps of Engineers’
microcomputer package of computer programs (ACES; Leenknecht et al. 1992) include several software
applications for calculating the linear wave theory and associated parameters. Detailed descriptions of the
ACES and CMS software to the linear wave theory may be found in the ACES and CMS documentation.

(b) Otherwave phenomena can be explained using linear wave theory. For example, observed decreases
and increases in the mean water level, termed wave setdown and wave setup, are in essence nonlinear
guantities since they are proportional to wave height squared. These nonlinear quantities may be explained
using the concept of radiation stresses obtained from linear theory. Maximum wave setdown occurs
just seaward of the breaker line. Wave setup occurs between the breaker line and the shoreline and can
increase the mean water level significantly. Wave setdown and setup and their estimation are discussed in
Part 11-4.

(c) Radiation stresses are the forces per unit area that arise because of the excess momentum flux due
to the presence of waves. In simple terms, there is more momentum flow in the direction of wave advance
because the velocity U is in the direction of wave propagation under the wave crest when the instantaneous
water surface is high (wave crest) and in the opposite direction when the water surface is low (wave trough).
Also, the pressure stress acting under the wave crest is greater than the pressure stress under the wave trough
leading to a net stress over a wave period. Radiation stresses arise because of the finite amplitude (height)
of the waves. Interestingly, small-amplitude (linear) wave theory can be used to reasonably approximate
radiation stresses and explain effects such as wave set down, wave setup, and the generation of longshore
currents.
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Figure 11-1-8. Variation of shoaling coefficient with wave steepness (Sakai and Battjes 1980)
d. Nonlinear wave theories.
(1) Introduction.

(a) Linear waves as well as finite-amplitude waves may be described by specifying two dimensionless
parameters, the wave steepness H/L and the relative water depth d/L. The relative water depth has been
discussed extensively earlier in this chapter with regard to linear waves. The Relative depth determines
whether waves are dispersive or nondispersive and whether the celerity, length, and height are influenced by
water depth. Wave steepness is a measure of how large a wave is relative to its height and whether the linear
wave assumption is valid. Large values of the wave steepness suggest that the small-amplitude
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Figure 11-1-9. Summary of linear (Airy) wave theory - wave characteristics

assumption may be questionable. A third dimensionless parameter, which may be used to replace either the
wave steepness or relative water depth, may be defined as the ratio of wave steepness to relative water depth.

Thus,

HL H

d/L d
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which is termed the relative wave height. Like the wave steepness, large values of the relative wave height
indicate that the small-amplitude assumption may not be valid. A fourth dimensionless parameter often used
to assess the relevance of various wave theories is termed the Ursell number. The Ursell number is given by

2 2
v, - | £ 2 -LH (11-1-67)
d d &

(b) The value of the Ursell number is often used to select a wave theory to describe a wave with given
L and H (or T and H) in a given water depth d. High values of Uy indicate large, finite-amplitude, long waves
in shallow water that may necessitate the use of nonlinear wave theory, to be discussed next.

(c) The linear or small-amplitude wave theory described in the preceding sections provides a useful first
approximation to the wave motion. Ocean waves are generally not small in amplitude. In fact, from an
engineering point of view it is usually the large waves that are of interest since they result in the largest forces
and greatest sediment movement. In order to approach the complete solution of ocean waves more closely,
a perturbation solution using successive approximations may be developed to improve the linear theory
solution of the hydrodynamic equations for gravity waves. Each order wave theory in the perturbation
expansion serves as a correction and the net result is often a better agreement between theoretical and
observed waves. The extended theories can also describe phenomena such as mass transport where there is
a small net forward movement of the water during the passage of a wave. These higher-order or extended
solutions for gravity waves are often called nonlinear wave theories.

(d) Development of the nonlinear wave theories has evolved for a better description of surface gravity
waves. These include cnoidal, solitary, and Stokes theories. However, the development of a Fourier-series
approximation by Fenton in recent years has superseded the previous historical developments. Since earlier
theories are still frequently referenced, these will first be summarized in this section, but Fenton's theory is
recommended for regular waves in all coastal applications.

(2) Stokes finite-amplitude wave theory.

(a) Since the pioneering work of Stokes (1847, 1880) most extension studies (De 1955; Bretschneider
1960; Skjelbreia and Hendrickson 1961; Laitone 1960, 1962, 1965; Chappelear 1962; Fenton 1985) in wave
perturbation theory have assumed the wave slope ka is small where k is the wave number and a the amplitude
of the wave. The perturbation solution, developed as a power series in terms of € = ka, is expected to
converge as more and more terms are considered in the expansion. Convergence does not occur for steep
waves unless a different perturbation parameter from that of Stokes is chosen (Schwartz 1974; Cokelet 1977;
Williams 1981, 1985).

(b) The fifth-order Stokes finite-amplitude wave theory is widely used in practical applications both in
deep- and shallow-water wave studies. A formulation of Stokes fifth-order theory with good convergence
properties has recently been provided (Fenton 1985). Fenton's fifth-order Stokes theory is computationally
efficient, and includes closed-form asymptotic expressions for both deep- and shallow-water limits.
Kinematics and pressure predictions obtained from this theory compare with laboratory and field
measurements better than other nonlinear theories.

(c) In general, the perturbation expansion for velocity potential @ may be written as

O -ed + €D, + .. (11-1-68)
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in which € = ka is the perturbation expansion parameter. Each term in the series is smaller than the
preceding term by a factor of order ka. In this expansion, @, is the first-order theory (linear theory), @, is
the second-order theory, and so on.

(d) Substituting Equation I1-1-68 and similar expressions for other wave variables (i.e., surface elevation
1, velocities u and w, pressure p, etc.) into the appropriate governing equations and boundary conditions
describing the wave motion yields a series of higher-order solutions for ocean waves. Equating the
coefficients of equal powers of ka gives recurrence relations for each order solution. A characteristic of the
perturbation expansion is that each order theory is expressed in terms of the preceding lower order theories
(Phillips 1977; Dean and Dalrymple 1991; Mei 1991). The first-order Stokes theory is the linear (Airy)
theory.

(e) The Stokes expansion method is formally valid under the conditions that H/d < (kd)? for kd < 1 and
H/L <1 (Peregrine 1972). In terms of the Ursell number U, these requirements can be met only for U, <79.
This condition restricts the wave heights in shallow water and the Stokes theory is not generally applicable
to shallow water. For example, the maximum wave height in shallow water allowed by the second-order
Stokes theory is about one-half of the water depth (Fenton 1985). The mathematics of higher-order Stokes
theories is cumbersome and is not presented here. See Ippen (1966) for a detailed derivation of the Stokes
second-order theory.

() Inthe higher-order Stokes solutions, superharmonic components (i.e., higher frequency components
at two, three, four, etc. times the fundamental frequency) arise. These are superposed on the fundamental
component predicted by linear theory. Hence, wave crests are steeper and troughs are flatter than the
sinusoidal profile (Figure 11-1-10). The fifth-order Stokes expansion shows a secondary crest in the wave
trough for high-amplitude waves (Peregrine 1972; Fenton 1985). In addition, particle paths for Stokes waves
are no longer closed orbits and there is a drift or mass transport in the direction of wave propagation.

(9) The linear dispersion relation is still valid to second order, and both wavelength and celerity are
independent of wave height to this order. At third and higher orders, wave celerity and wavelength depend
on wave height, and therefore, for a given wave period, celerity and length are greater for higher waves.
Some limitations are imposed on the finite-amplitude Stokes theory in shallow water both by the water depth
and amplitude nonlinearities. For steeper waves in shallow water, higher-order terms in Stokes expansion
may increase in magnitude to become comparable or larger than the fundamental frequency component
(Fenton 1985; Chakrabarti 1987). When this occurs, the Stokes perturbation becomes invalid.

(h) Higher-order Stokes theories include aperiodic (i.e., not periodic) terms in the expressions for water
particle displacements. These terms arise from the product of time and a constant depending on the wave
period and depth, and give rise to a continuously increasing net particle displacement in the direction of wave
propagation. The distance a particle is displaced during one wave period when divided by the wave period
gives a mean drift velocity U(z), called the mass transport velocity. To second-order, the mass transport
velocity is

(11-1-69)

be) - ( ﬂ)z C cosh [4n(z + d)/L]

L) 2 sinh? 2nd/L)

indicating that there is a net transport of fluid by waves in the direction of wave propagation. If the mass
transport leads to an accumulation of mass in any region, the free surface must rise, thus generating a pressure
gradient. A current, formed in response to this pressure gradient, will reestablish the distribution of mass.
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Figure 11-1-10. Wave profile shape of different progressive gravity waves

(i) Following Stokes, using higher-order wave theories, both theoretical and experimental studies of
mass transport have been conducted (Miche 1944; Ursell 1953; Longuet-Higgins 1953; Russell and Osorio
1958; Isaacson 1978). Results of two-dimensional wave tank experiments where a return flow existed in
these studies show that the vertical distribution of the mass transport velocity is modified so that the net
transport of water across a vertical plane is zero. For additional information on mass transport, see Dean and
Dalrymple (1991).

(3) Subsurface pressure.
(a) Higher-order Stokes theories introduce corrections to the linear wave theory, and often provide more

accurate estimates of the wave kinematics and dynamics. For example, the second-order Stokes theory gives
the pressure at any distance below the fluid surface as
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H cosh[27(z + d)/L]

cos0 - pgz
2 cosh2ndl) P&

p=pg

(11-1-70)

L3 pg nH? tanh(2nd/L] ( cosh[4n(z+d)/L] _ l) cos 20

8" L sinh?QndL\ sinh’QndlL) 3

Pg I

_ 1. mH? tanh(2nd/L) (cosh 47(z + d) _1)
8" L sinh’Q2nd/L)

(b) The terms proportional to the wave height squared in the above equation represent corrections by the
second-order theory to the pressure from the linear wave theory. The third term is the steady component of
pressure that corresponds to time-independent terms mentioned earlier.

(c) A direct byproduct of the high-order Stokes expansion is that it provides means for comparing
different orders of resulting theories, all of which are approximations. Such comparison is useful to obtain
insight about the choice of a theory for a particular problem. Nonetheless, it should be kept in mind that
linear (or first-order) theory applies to a wave that is symmetrical about the SWL and has water particles that
move in closed orbits. On the other hand, Stokes' higher-order theories predict a wave form that is
asymmetrical about the SWL but still symmetrical about a vertical line through the crest and has water
particle orbits that are open (Figure 11-1-10).

(4) Maximum wave steepness.

(&) A progressive gravity wave is physically limited in height by depth and wavelength. The upper limit
or breaking wave height in deep water is a function of the wavelength and, in shallow and transitional water,
is a function of both depth and wavelength.

(b) Stokes (1880) predicted theoretically that a wave would remain stable only if the water particle
velocity at the crest was less than the wave celerity or phase velocity. If the wave height were to become so
large that the water particle velocity at the crest exceeded the wave celerity, the wave would become unstable
and break. Stokes found that a wave having a crest angle less than 120 deg would break (angle between two
lines tangent to the surface profile at the wave crest). The possibility of the existence of a wave having a crest
angle equal to 120 deg is known (Lamb 1945). Michell (1893) found that in deep water the theoretical limit
for wave steepness is

H,
(—0) = 0142 =
Lo max

Havelock (1918) confirmed Michell's finding.

(11-1-71)

<L~

(c) Miche (1944) gives the limiting steepness for waves traveling in depths less than L,/2 without a
change in form as

(E) - (ﬂ] tanh(z%i) = 0.142 tanh(z%I) (11-1-72)
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Laboratory measurements indicate that Equation I1-1-72 is in agreement with an envelope curve to laboratory
observations (Dean and Dalrymple 1991).

e. Other wave theories.
(1) Introduction.

(a) Extension of the Stokes theory to higher orders has become common with computers, but the
mathematics involved is still tedious. Variations of the Stokes theory have been developed in the last three
decades oriented toward computer implementation. For example, Dean (1965) used the stream function in
place of the velocity potential to develop the stream function theory. Dean (1974) did a limited comparison
of measured horizontal particle velocity in a wave tank with the tenth-order stream function theory and
several other theories. Forty cases were tabulated in dimensionless form to facilitate application of this
theory.

(b) Others (Dalrymple 1974a; Chaplin 1980; Reinecker and Fenton 1981) developed variations of the
stream function theory using different numerical methods. Their studies included currents. For near-breaking
waves, Cokelet (1977) extended the method of Schwartz (1974) for steep waves for the full range of water
depth and wave heights. Using a 110th-order theory for waves up to breaking, Cokelet successfully computed
the wave profile, wave celerity, and various integral properties of waves, including the mean momentum,
momentum flux, kinetic and potential energy, and radiation stress.

(2) Nonlinear shallow-water wave theories.

(a) Stokes’ finite amplitude wave theory is applicable when the depth to wavelength ratio d/L is greater
than about 1/8 or kd > 0.78 or U, < 79. For longer waves a different theory must be used (Peregrine 1976).
As waves move into shallow water, portions of the wave travel faster because of amplitude dispersion or
waves travel faster because they are in deeper water. Waves also feel the effects of frequency dispersion less
in shallow water, e.g., their speed is less and less influenced by water depth.

(b) For the mathematical representation of waves in shallow water, a different perturbation parameter
should be used to account for the combined influence of amplitude and frequency dispersion (Whitham 1974;
Miles 1981; Mei 1991). This can be achieved by constructing two perturbation parameters whose ratio is
equivalent to the Ursell parameters (Peregrine 1972). The set of equations obtained in this manner are termed
the nonlinear shallow-water wave equations. Some common wave theories based on these equations are
briefly described in the following sections.

(3) Korteweg and de Vries and Boussinesq wave theories.

(a) Various shallow-water equations can be derived by assuming the pressure to be hydrostatic so that
vertical water particle accelerations are small and imposing a horizontal velocity on the flow to make it steady
with respect to the moving reference frame. The horizontal velocity might be the velocity at the SWL, at the
bottom, or the velocity averaged over the depth. If equations are written in terms of depth-averaged velocity
u they become:

on , © -
— + —(d+nu=20
ot ox ( n)

du + 178_17 + ga_n = ldz_a3l7
ot ox ox 3 9x20¢

(11-1-73)
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which are termed the Boussinesq equations (Whitham 1967; Peregrine 1972; Mei 1991). Originally,
Boussinesq used the horizontal velocity at the bottom. Eliminating u yields (Miles 1979, 1980, 1981)

2 2 2
Ca Y. -

ar? ox? ax2|

2 2
3n”, 1,20 (11-1-74)
2d 3 ax?

A periodic solution to Equation I1-1-74 is of the form

n=ae® 9 = gcos B

i=Ue i - ©f) _ U, cos 6 (11-1-75)
which has a dispersion relation and an approximation to it given by
C
c-— = __.c {1 - %(kd)z . } (11-1-76)

1 1/2
1 + =(kd)?
3
The term 1/3 (kd)? in Equation 11-1-76 represents the dispersion of wave motion.

(b) The most elementary solution of the Boussinesq equation is the solitary wave (Russell 1844; Fenton
1972; Miles 1980). A solitary wave is a wave with only crest and a surface profile lying entirely above the
SWL. Fenton's solution gives the maximum solitary wave height, H,,,, = 0.85 d and maximum propagation
speed C?,,, = 1.7 gd. Earlier research studies using the solitary waves obtained H,,,, = 0.78 d and C?,,, =
1.56 gd. The maximum solitary-amplitude wave is frequently used to calculate the height of breaking waves
in shallow water. However, subsequent research has shown that the highest solitary wave is not necessarily
the most energetic (Longuet-Higgins and Fenton 1974).

(4) Cnoidal wave theory.

(a) Korteweg and de Vries (1895) developed a wave theory termed the cnoidal theory. The cnoidal
theory is applicable to finite-amplitude shallow-water waves and includes both nonlinearity and dispersion
effects. Cnoidal theory is based on the Boussinesq, but is restricted to waves progressing in only one
direction. The theory is defined in terms of the Jacobian elliptic function, cn, hence the name cnoidal.
Cnoidal waves are periodic with sharp crests separated by wide flat troughs (Figure 11-1-10).

(b) The approximate range of validity of the cnoidal theory is d/L < 1/8 when the Ursell number Uy >
20. As wavelength becomes long and approaches infinity, cnoidal wave theory reduces to the solitary wave
theory, which is described in the next section. Also, as the ratio of wave height to water depth becomes small
(infinitesimal wave height), the wave profile approaches the sinusoidal profile predicted by the linear theory.

(c) Cnoidal waves have been studied extensively by many investigators (Keulegan and Patterson 1940;
Keller 1948; Laitone 1962) who developed first- through third-order approximations to the cnoidal wave
theory. Wiegel (1960) summarized the principal results in a more usable form by presenting such wave
characteristics as length, celerity, and period in tabular and graphical form to facilitate application of cnoidal
theory.

(d) Wiegel (1964) further simplified the earlier works for engineering applications. Recent additional
improvements to the theory have been made (Miles 1981; Fenton 1972, 1979). Using a Rayleigh-Boussinesq
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series, Fenton (1979) developed a generalized recursion relationship for the KdV solution of any order.
Fenton’s fifth- and ninth-order approximations are frequently used in practice. A summary of formulas of
the cnoidal wave theory are provided below. See Fenton (1979), Fenton and McKee 1990), and Miles (1981)
for a more comprehensive theoretical presentation.

(e) Long, finite-amplitude waves of permanent form propagating in shallow water may be described by
cnoidal wave theory. The existence in shallow water of such long waves of permanent form may have first
been recognized by Boussinesq (1871). However, the theory was originally developed by Korteweg and de
Vries (1895).

() Because local particle velocities, local particle accelerations, wave energy, and wave power for
cnoidal waves are difficult to describe such descriptions are not included here, but can be obtained in
graphical form from Wiegel (1960, 1964). Wave characteristics are described in parametric form in terms
of the modules k of the elliptic integrals. While k itself has no physical significance, it is used to express the
relationships between various wave parameters. Tabular presentations of the elliptic integrals and other
important functions can be obtained from the above references. The ordinate of the water surface y, measured
above the bottom is given by

y, =y, + H cn?

2K (k) (% - l) , k] (11-1-77)

where

y, = distance from the bottom to the wave trough
H = trough to crest wave height
cn = elliptic cosine function

K(k) = complete elliptic integral of the first kind
k = modulus of the elliptic integrals

(9) The argument of cn? is frequently denoted simply by ( ); thus, Equation I1-1-77 above can be written
as

y, =y, + Hen?( ) (11-1-78)

(h) The elliptic cosine is a periodic function where cn? [2K(K) ((X/L) - (t/T)] has a maximum amplitude
equal to unity. The modulus k is defined over the range 0 and 1. When k = 0, the wave profile becomes a
sinusoid, as in the linear theory; when k = 1, the wave profile becomes that of a solitary wave.

(i) The distance from the bottom to the wave trough y,, as used in Equations 11-1-77 and 11-1-78, is given
by

Yo _ Y. H _ 16d? H

—=2=-==""K(k) [Kk) - EkR)] +1 - = 11-1-79

DT a T a T Ty KO KK - ER) J (11-1-79)

wherey, is the distance from the bottom to the crest, and E(k) the complete elliptic integral of the second kind.
Wavelength is given by

11-1-38 Water Wave Mechanics



EM 1110-2-1100 (Part I1)
1 Aug 08 (Change 2)

| 1643 -
L= |5 FEK® (11-1-80)

and wave period by

T\IE _ |1 4 k K(k) (11-1-81)
d 3Hyt1+H(1_@)

y, k?

2 Kk

Note that cnoidal waves are periodic and of permanent form; thus L = CT (see Figure 11-1-10).

(i) Pressure under a cnoidal wave at any elevation y above the bottom depends on the local fluid
velocity, and is therefore complex. However, it may be approximated in a hydrostatic form as

p=p80, - (11-1-82)
i.e., the pressure distribution may be assumed to vary linearly from pgy, at the bed to zero at the surface.

(k) Wave profiles obtained from different wave theories are sketched in Figure 11-1-10 for comparison.
The linear profile is symmetric about the SWL. The Stokes wave has higher more peaked crests and shorter,
flatter troughs. The cnoidal wave crests are higher above the SWL than the troughs are below the SWL.
Cnoidal troughs are longer and flatter and crests are sharper and steeper than Stokes waves. The solitary
wave, a form of the cnoidal wave described in the next section, has all of its profile above the SWL.

(I) Figuresli-1-11and I1-1-12 show the dimensionless cnoidal wave surface profiles for various values
of the square of the modulus of the elliptic integrals k?, while Figures 11-1-13 to I1-1-16 present dimensionless
plots of the parameters which characterize cnoidal waves. The ordinates of Figures I1-1-13 and 11-1-14 should
be read with care, since values of k? are extremely close to 1.0 (k*=1-10"=1-0.1=0.90). Itis the
exponent & of k? = 1 - 10 that varies along the vertical axis of Figures I1-1-13 and 11-1-14.

(m) Ideally, shoaling computations might be performed using a higher-order cnoidal wave theory since
this theory is able to describe wave motion in relatively shallow water. Simple, completely satisfactory
procedures for applying cnoidal wave theory are not available. Although linear wave theory is often used,
cnoidal theory may be applied for practical situations using Figures such as 11-1-11 to 11-1-16. The following
problem illustrates the use of these figures.

(n) There are two limits to the cnoidal wave theory. The first occurs when the period of the function
cn is infinite when k = 1. This corresponds to a solitary wave. As the wavelength becomes infinite, the
cnoidal theory approaches the solitary wave theory. The second limit occurs for k = 0 where the cnoidal
wave approaches the sinusoidal wave. This happens when the wave height is small compared to water depth
and the cnoidal theory reduces to the linear theory.

Water Wave Mechanics 11-1-39



EM 1110-2-1100 (Part I1)
1 Aug 08 (Change 2)

1.0

0.9

0.8

I I

K¥=1-10"°
T K*=1-10"%
-
~—kF=1-107
_kK*=1-10"%
T k=110

—kKE=1-107"°

0.6 T KE=1-107" :
Yo~ ¥ T KkE=1-107"
w — _’—__—d_k2=1_10—1ﬂ ]
T Kk2=1-10""®
0.4 k=110
T kE=1-107%
0.3 _F”—___sz =1-10"% -
T —k*=1-107%
0.2 e e [ n
0.1 -
) =
0.15

0.20

Figure 11-1-11. Normalized surface profile of the cnoidal wave (Wiegel 1960). For definition of variables see
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Figure 1I-1-12. Normalized surface profile of the cnoidal wave for higher values of k? and X/L (Wiegel 1960)
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Figure 1I-1-13. k? versus L?H/d?, and k? versus TV g / d and H/d (Wiegel 1960)

(5) Solitary wave theory.

(@) Waves considered in the previous sections were oscillatory or nearly oscillatory waves. The water
particles move backward and forward with the passage of each wave, and a distinct wave crest and wave
trough are evident. A solitary wave is neither oscillatory nor does it exhibit a trough. In the pure sense, the
solitary wave form lies entirely above the still-water level. The solitary wave is a wave of translation because
the water particles are displaced a distance in the direction of wave propagation as the wave passes.

(b) The solitary wave was discovered by Russell (1844). Boussinesq (1871), Rayleigh (1876), Keller
(1948), and Munk (1949) performed pioneering theoretical studies of solitary waves. More recent analyses
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Figure 1I-1-14. Relationship among L2H/d® and the square of the elliptic modulus (k?), y./H, y/H, and K(k)
(Wiegel 1960)

of solitary waves were performed by Fenton (1972), Longuet-Higgins and Fenton (1974), and Byatt-Smith
and Longuet-Higgins (1976). The first systematic observations and experiments on solitary waves can
probably be attributed to Russell (1838, 1844), who first recognized the existence of a solitary wave.

(c) Innature it is difficult to form a truly solitary wave, because at the trailing edge of the wave there
are usually small dispersive waves. However, long waves such as tsunamis and waves resulting from large
displacements of water caused by such phenomena as landslides and earthquakes sometimes behave
approximately like solitary waves. When an oscillatory wave moves into shallow water, it may often be
approximated by a solitary wave (Munk 1949). As an oscillatory wave moves into shoaling water, the wave
amplitude becomes progressively higher, the crests become shorter and more pointed, and the trough becomes
longer and flatter.

(d) Because bothwavelength and period of solitary waves are infinite, only one parameter H/d is needed
to specify a wave. To lowest order, the solitary wave profile varies as sech’q (Wiegel 1964), where q =
(3H/d)*? (x-Ct)/2d and the free-surface elevation, particle velocities, and pressure may be expressed as

n._ ¥ (11-1-83)
" e

ﬁ % - pA?I;{ (11-1-84)
g
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Figure 1I-1-15. Relationships among Tv'g / d, L2H/d?, and H/d (Wiegel 1960)

AP een? g (11-1-85)

where Ap is the difference in pressure at a point due to the presence of the solitary wave.

(e) To second approximation (Fenton 1972), this difference is given by

2
Y
A—II’{ -1 - % %’ 1- (7] (11-1-86)
pg

where y, = the height of the surface profile above the bottom. The wave height H required to produce 4p on
the seabed can be estimated from
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Figure 1I-1-16. Relationship between cnoidal wave velocity and L?H/d® (Wiegel 1960)

Ap

l 1 - 3Ap
Pg 2

1
2 pgd

= +

(11-1-87)

() Sincethe solitary wave has horizontal particle velocities only in the direction of wave advance, there
is a net displacement of fluid in the direction of wave propagation.

(g) The solitary wave is a limiting case of the cnoidal wave. When k* =1, K(K) = K(1) = «, and the
elliptic cosine reduces to the hyperbolic secant function and the water surface y, measured above the bottom

reduces to
v, =d+ Hseh?| |2 H o - cp (11-1-88)
4 g3
(h) The free surface is given by
n = Hsech?| |2 H - cp (11-1-89)
4 43
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EXAMPLE PROBLEM II-1-5
FIND:
(a) Using cnoidal wave theory, find the wavelength L and compare this length with the length determined
using Airy theory.
(b) Determine the celerity C. Compare this celerity with the celerity determined using Airy theory.
(c) Determine the distance above the bottom of the wave crest y, and wave trough y, .
(d) Determine the wave profile.
GIVEN:
A wave traveling in water depth d = 3 m (9.84 ft), with a period T = 15 sec, and a height H=1.0m
(3.3 ft).
SOLUTION:

(a) Calculate

7 |8 -15 |28 o711
d 3

From Figure 11-1-13, enter H/d and T to determine the square of the modulus of the complete elliptical
integrals, k2

k=1-10

Entering both Figures 11-1-13 and 11-1-14 with the value of k? gives
L’H
d3

= 290

H 1

. J 290 & _ J 290 3y

Example Problem I1-1-5 (Continued)
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Example Problem 11-1-5 (Continued)

which gives L = 88.5 m (290.3 ft). The wavelength from the linear (Airy) theory is

(2%’) = 80.6 m (264.5 fi)

L:_
27

To check whether the wave conditions are in the range for which cnoidal wave theory is valid, calculate d/L
and the Ursell number = L?H/d?;

- 3 00339 < % 0K.

88.5

) = 290 > 26 0.K.
d

Therefore, cnoidal theory is applicable.

(b) Wave celerity is given by

Thus, if it is assumed that the wave period is the same for cnoidal and Airy theories, then

Ccnoidal - Lcnoidal =1
C

Airy LAirjy

(c) The percentage of the wave height above the SWL may be determined from Figure 11-1-11 or 11-1-12.
Entering these figures with L’H/D? = 290, the value of (y, -d)/H is found to be 0.865, or 86.5 percent.
Therefore,

y, = 0865 H +d

y, = 0.865(1) + 3 = 0.865 + 3 = 3.865 m (12.68 ff)

Example Problem I1-1-5 (Continued)
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Example Problem 11-1-5 (Concluded)

Also from Figure 11-1-11 or 11-1-12,
(yt - d)
+
H

1 = 0.865

y, = (0.865 — 1)(1) + 3 = 2.865 m (9.40 ff)

(d) The dimensionless wave profile is given in Figures 11-1-11 and 11-1-12 for k* = 1 - 10°°. The results
obtained in (c) above can also be checked by using Figures 11-1-11 and I1-1-12. For the wave profile obtained
with k? =1 - 10, the SWL is approximately 0.14H above the wave trough or 0.86H below the wave crest.

The results for the wave celerity determined under (b) above can now be checked with the aid of
Figure 11-1-16. Calculate

S ) B Y
2.865

H
Vi

Entering Figure 11-1-16 with

it is found that

Therefore,

C = 1.126 /(9.8)(2.865) = 5.97 mis (19.57 fils)

The differences between this number and the 5.90 m /sec (18.38 ft/s) calculated under (b) above is the result of
small errors in reading the curves.
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where the origin of x is at the wave crest. The volume of water within the wave above the still-water level
per unit crest width is

1
- [? a3 H? (11-1-90)

(i) An equal amount of water per unit crest length is transported forward past a vertical plane that is
perpendicular to the direction of wave advance. Several relations have been presented to determine the
celerity of a solitary wave; these equations differ depending on the degree of approximation. Laboratory
measurements suggest that the simple expression

C = Jg(H + d) (11-1-91)
gives a reasonably accurate approximation to the celerity of solitary wave.

(1) The water particle velocities for a solitary wave (Munk 1949), are

u = CN 1 + cos(My/d) cosh(Mx/d) (11-1-92)
[cos(My/d) + cosh(Mx/D)]?

- C __ Sin(My/d) sinh(M/d) (11-1-03
[cos(My/d) + cosh(Mx/D)]*

where M and N are the functions of H/d shown in Figure 11-1-17, and y is measured from the bottom. The
expression for horizontal velocity u is often used to predict wave forces on marine structures situated in
shallow water. The maximum velocity u,,, occurs when x and t are both equal to zero; hence,

CN
Upox = T~ 11-1-94
™1+ cos(Myld) ( )

(k) Total energy in asolitary wave is about evenly divided between kinetic and potential energy. Total
wave energy per unit crest width is

3
E=ipgﬂ2d

3v3

and the pressure beneath a solitary wave depends on the local fluid velocity, as does the pressure under a
cnoidal wave; however, it may be approximated by

3
2 (11-1-95)

p=p80, - (11-1-96)
() Equation 11-1-96 is identical to that used to approximate the pressure beneath a cnoidal wave.
(m) Asasolitary wave moves into shoaling water it eventually becomes unstable and breaks. A solitary

wave breaks when the water particle velocity at the wave crest becomes equal to the wave celerity. This
occurs when (Miles 1980, 1981)
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Figure 11-1-17. Functions M and N in solitary wave theory (Munk 1949)

H) _ 1-
(EJ - 0.78 (11-1-97)

(n) Laboratory studies have shown that the value of (H/d),,,, = 0.78 agrees better with observations for
oscillatory waves than for solitary waves and that the nearshore slope has a substantial effect on this ratio.
Other factors such as bottom roughness may also be involved. Tests of periodic waves with periods from 1
to 6 sec on slopes of m=0.0, 0.05, 0.10, and 0.20 have shown (SPM 1984) that H,/d, ratios are approximately
equal to 0.83, 1.05, 1.19, and 1.32, respectively. Tests of single solitary waves on slopes from m = 0.01 to

m = 0.20 (SPM 1984) indicate an empirical relationship between the slope and the breaker height-to-water
depth ratio given by

S

b =075 + 25m - 112m? + 3870m? (11-1-98)

&
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in which waves did not break when the slope m was greater than about 0.18 and that as the slope increased
the breaking position moved closer to the shoreline. This accounts for the large values of H,/d, for large
slopes; i.e.,as d, » 0. For some conditions, Equations 11-1-97 and 11-1-98 are unsatisfactory for predicting
breaking depth. Further discussion of the breaking of waves with experimental results is provided in Part 11-4.

(6) Stream-function wave theory. Numerical approximations to solutions of hydrodynamic equations
describing wave motion have been proposed and developed. Some common theories and associated equations
are listed in Table I1-1-2. The approach by Dean (1965, 1974), termed a symmetric, stream-function theory,
is a nonlinear wave theory that is similar to higher order Stokes' theories. Both are constructed of sums of
sine or cosine functions that satisfy the original differential equation (Laplace equation). The theory,
however, determines the coefficient of each higher order term so that a best fit, in the least squares sense, is
obtained to the theoretically posed, dynamic, free-surface boundary condition. Assumptions made in the
theory are identical to those made in the development of the higher order Stokes' solutions. Consequently,
some of the same limitations are inherent in the stream-function theory, and it represents an alternative
solution to the equations used to approximate the wave phenomena. However, the stream-function
representation had successfully predicted the wave phenomena observed in some laboratory wave studies
(Dean and Dalrymple 1991), and thus it may possibly describe naturally occurring wave phenomena.

Table 1I-1-2
Boundary Value Problem of Water Wave Theories (Dean 1968)

Exactly Satisfies
Theory DE BBC KFSBC DFSBC

Linear wave theory
Third-order Stokes
Fifth-order Stokes
First-order cnoidal

Second-order cnoidal

X X X X X X

Stream function numerical wave X
theory

DE = Differential equation.

BBC = Bottom boundary condition.

KFSBC = Kinematic free surface boundary condition.
DFSBC = Dynamic free surface boundary condition.
X = Exactly satisfies.

(7) Fourier approximation -- Fenton’s theory.

(a) Fenton's Fourier series theory, another theory developed in recent years (Fenton 1988), is somewhat
similar to Dean's stream function theory, but it appears to describe oceanic waves at all water depths better
than all previous similar theories.

(b) The long, tedious computations involved in evaluating the terms of the series expansions that make
up the higher order stream-function theory of Dean had in the past limited its use to either tabular or graphical
presentations of the solutions. These tables, their use, and their range of validity may be found elsewhere
(Dean 1974).

(c) Stokesand cnoidal wave theories yield good approximations for waves over a wide range of depths

if high-order expansions are employed. Engineering practice has relied on the Stokes fifth-order theory
(Skjelbreia and Hendrickson 1961), and the stream function theory (Dean 1974). These theories are
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applicable to deepwater applications. An accurate steady wave theory may be developed by numerically
solving the full nonlinear equations with results that are applicable for short waves (deep water) and for long
waves (shallow water). This is the Fourier approximation method. The method is termed Fenton's theory
here. Any periodic function can be approximated by Fourier series, provided the coefficients of the series
can be found. In principal, the coefficients are found numerically. Using this approach, Chappelear (1961)
developed a Fourier series solution by adopting the velocity potential as the primary field variable. Dean
(1965, 1974) developed the stream function theory. The solutions by both Chappelear and Dean successively
correct an initial estimate to minimize errors in the nonlinear free-surface boundary conditions.

(d) A simple Fourier approximation wave theory was introduced by Rienecker and Fenton (1981) and
was subsequently improved by Fenton (1985, 1988; Fenton and McKee 1990). It is an improved numerical
theory that has a range of applicability broader than the Stokes and cnoidal theories. Details of the theory
are given by Reinecker and Fenton (1981) and Fenton (1985, 1988; Fenton and McKee 1990). Sobey et al.
(1987) recasted Fenton's work into a standardized format including currents in the formulation up to fifth
order. The theory has been implemented to calculate wave kinematics and the loading of offshore structures
(Demirbilek 1985). For coastal applications, a PC-based computer code of Fenton’s theory is available in
the Automated Coastal Engineering System (ACES) (Leenknecht, Szuwalski, and Sherlock 1992). A brief
description of Fenton's theory is given here; details are provided in ACES.

(e) Fenton’s Fourier approximation wave theory satisfies field equations and boundary conditions to
aspecified level of accuracy. The hydrodynamic equations governing the problem are identical to those used
in Stokes’ theory (Table 11-1-2). Various approximations introduced in earlier developments are indicated
in the table. Like other theories, Fenton’s theory adopts the same field equation and boundary conditions.
There are three major differences between Fenton’s theory and the others. First, Fenton’s theory is valid for
deep- and shallow-water depths, and any of the two quantities’ wave height, period or energy flux can be
specified to obtain a solution. Second, the Fourier coefficients are computed numerically with efficient
algorithms. Third, the expansion parameter for the Fourier coefficients is €= kH/2 rather than €=ka, which
is used in Stokes theories. The coefficients are found numerically from simultaneous algebraic equations by
satisfying two nonlinear free-surface boundary conditions and the dispersion relationship. Finding the
coefficients requires that wave height, wave period, water depth, and either the Eulerian current or the depth-
averaged mass transport velocity be specified.

(H InFenton’stheory, the governing field equation describing wave motion is the two-dimensional (X,z
in the Cartesian frame) Laplace’s equation, which in essence is an expression of the conservation of mass:
2 2
vy - oY | oF
ox? 0z?

=0 (11-1-99)

where ¥ is the stream function. ¥isa periodic function that describes wave motion in space and time, which
also relates to the flow rate.

(g) Wave motion is a boundary-value problem, and its solution requires specifying realistic boundary
conditions. These boundary conditions are usually imposed at the free surface and sea bottom. Since the
seabed is often impermeable, flow rate through the sea bottom must be zero. Therefore, the bottom boundary
condition may be stated in terms of ¥ as

Yx,-d) =0 atz=-d (11-1-100)

(h) Two boundary conditions, kinematic and dynamic, are needed at the free surface. The kinematic
condition states that water particles on the free surface remain there, and consequently, flow rate through the
surface boundary must be zero. The net flow Q between the sea surface and seabed may be specified as
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Pxm) = -0 atz = 1 (1-1-101)

where 77 is the sea surface elevation. The dynamic free-surface boundary condition is an expression of
specifying the pressure at the free surface that is constant and equal to the atmospheric pressure. In terms of
the stream function ¥ this condition may be stated as

1)( 0% )? oY |2
4 22 o - R tz = 11-1-102
(o) () e n e o2

in which R is the Bernoulli constant.

(i) The boundary-value problem for wave motion as formulated above is complete. The time-
dependency may be removed from the problem formulation by simply adapting a coordinate system that
moves with the same velocity as the wave phase speed (Fenton 1988; Fenton and McKee 1990; Sobey et al.
1987). Thisisequivalent to introducing an underlying current relative to which the wave motion is measured.
The current (also called Stokes’ drift velocity or Eulerian current) causes a Doppler shift of the apparent wave
period measured relative to a stationary observer or gauge. The underlying current velocity must therefore
also be known in order to solve the wave problem in the steady (moving) reference frame.

(1) Fenton’ssolution method uses the Fourier cosine series in kx to the governing equations. Itis clearly
an approximation, but very accurate, since results of this theory appear not to be restricted to any water
depths. €=kH/2 is the expansion parameter replacing ka in the Stokes wave theory. The dependent variable
is the stream function ¥ represented by a Fourier cosine series in kx, expressed up to the Nth order as

1 . .
P(x2) = -uz+d) + | L2 i g, Sohjkz * d) o iy (11-1-103)
k3) 7= 7  coshjkd

where the B; are dimensionless Fourier coefficients. The truncation limit of the series N determines the order
of the theory. The nonlinear free-surface boundary conditions are satisfied at each of M+1 equi-spaced points
on the surface. Wave height, wave period, water depth, and either the mean Eulerian velocity or the Stokes
drift velocity must be specified to obtain a solution.

(k) The solution is obtained by numerically computing the N Fourier coefficients that satisfy a system
of simultaneous equations. The numerical solution solves a set of 2M+6 algebraic equations to find unknown
Fourier coefficients. The problem is uniquely specified when M = N and overspecified when M > N. Earlier
wave theories based on stream function consider the overspecified case and used a least-squares method to
find the coefficients. Fenton was the first to consider the uniquely specified case and used the collocation
method to produce the most accurate and computationally efficient solution valid for any water depth.

(D Aninitial estimate is required to determine the M+N+6 variables. The linear theory provides this
initial estimate for deep water. In relatively shallow water, additional Fourier components are introduced.
An alternative method is used in the shallow-water case by increasing the wave height in a number of steps.
Smaller heights are used as starting solutions for subsequent higher wave heights. This approach eliminates
the triple-crested waves reported by others (Huang and Hudspeth 1984; Dalrymple and Solana 1986).

(m) Sobey etal. (1987) compared several numerical methods for steady water wave problems, including
Fenton’s. Their comparison indicated that accurate results may be obtained with Fourier series of 10 to 20
terms, even for waves close to breaking. Comparisons with other numerical methods and experimental data
(Fenton and McKee 1990; Sobey 1990) showed that results from Fenton’s theory and experiments agree
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consistently and better than results from other theories for a wide range of wave height, wave period, and
water depth. Based on these comparisons, Fenton and McKee (1990) define the regions of validity of Stokes
and cnoidal wave theory as

1.8751)

= 215 e(_ d (11-1-104)

I~

(n) The cnoidal theory should be used for wavelengths longer than those defined in this equation. For
shorter waves, Stokes’ theory is applicable. Fenton’s theory can be used over the entire range, including
obtaining realistic solutions for waves near breaking.

(o) In water of finite depth, the greatest (unbroken) wave that could prevail as a function of both
wavelength and depth is determined by Fenton and McKee (1990) as

L L)? L)}
0.1410633 + 0.0095721 = 0.0077829 =
_ a (11-1-105)

L L)? L)}
1.0 + 0.078834; + 0.0317567 =] 0.0093407 -

i

(p) The leading term in the numerator of this equation is the familiar steepness limit for short waves in
deep water. For large values of L/d (i.e., shallow-water waves), the ratio of cubic terms in the above equation
approaches the familiar 0.8 value, a limit for depth-induced breaking of the solitary waves. Therefore, the
above equation may also be used as a guide to delineate unrealistic waves in a given water depth.

(g) Theformulas for wave kinematics, dynamics, and wave integral properties for Fenton’s theory have
been derived and summarized (Sobey et al.1987; Klopman 1990). Only the engineering quantities of interest
including water particle velocities, accelerations, pressure, and water surface elevation defined relative to a
Eulerian reference frame are provided here.

(r) The horizontal and vertical components of the fluid particle velocity are

1 w .
oY - g2 .» Cosh jk(z+d) .
=9r _ 74| & B, —SET D cos jkx 11-1-106
ues) = oy T (k) ,21: o coshjkd ( )
op 1 N inh jk(z+d)
= —-—__ = g 2 B u sin .kx “_1'107
W) = -, (k) = I o jkd Y ( )

(s) Fluid particle accelerations in the horizontal and vertical directions are found by differentiating the
velocities and using the continuity equation. These component accelerations are

_Du _ ou ou
ax(x,z)——t—u—+w—

Dt ox 0z (11-1-108)

_Dw _ ow ow _  Odu ou
aXxz) = — = U— + W—— = U— - W—
Dt ox oz 0z ox

where
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1 N .
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ox (k) ,21: I coshjkd ( )

1 N .1,

ou _ | gl2 .2 Sinhjk(z+d) .

92214 B. =—2= 77 cos jkx 11-1-110
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(t) The instantaneous water surface elevation 1 (x) and water particle pressure are given by

-1
nkx) = laN cos Nkx + & a; cos jkx
2 j1 (11-1-1112)

p(x2) = p(R-gd-gz) - %p(uz + w2

(u) Integral properties of periodic gravity waves, including wave potential and kinetic energy, wave
momentum and impulse, wave energy flux and wave power, and wave radiation stresses obtained by
Klopman (1990) and Sobey et al. (1987) are listed in the Leenknecht, Szuwalski, and Sherlock (1992)
documentation.

(v) A computer program developed by Fenton (1988) has recently been implemented in the ACES
package. The ACES implementation facilitates use of Fenton’s theory to applications in deep water and
finite-depth water. It uses Fourier series of up to 25 terms to describe a wave train and provides information
about various wave quantities. The output includes wave estimates for common engineering parameters
including water surface elevation, wave particle kinematics, and wave integral properties as functions of wave
height, period, water depth, and position in the wave form.

(w) The wave is assumed to co-exist on a uniform co-flowing current, taken either as the mean Eulerian
current or mean mass transport velocity. Ata given point in the water column, wave kinematics are tabulated
over two wavelengths, and vertical distribution of the selected kinematics under the wave crest are graphically
displayed. ACES implementation of Fenton’s theory and its input/output requirements, computations, and
examples are described in detail in the ACES documentation manual (Leenknecht, Szuwalski, and Sherlock
1992).

(x) Figure 11-1-18 illustrates the application of Fenton’s theory. This case represents shallow-water
(10-m) conditions and wave height and period of 5 mand 10 sec, respectively. Surface elevation, horizontal
velocity, and pressure over two wavelengths is shown graphically in Figure 11-1-18. The ACES
documentation includes guidance on proper use of Fenton’s theory.
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Figure 11-1-18. Surface elevation, horizontal velocity, and pressure in 10-m depth
(using Fenton’s theory in ACES)
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f.  Wave breaking.

(1) Wave height is limited by both depth and wavelength. For a given water depth and wave period,
there is a maximum height limit above which the wave becomes unstable and breaks. This upper limit of
wave height, called breaking wave height, is in deep water a function of the wavelength. In shallow and
transitional water it is a function of both depth and wavelength. Wave breaking is a complex phenomenon
and it is one of the areas in wave mechanics that has been investigated extensively both experimentally and
numerically.

(2) Researchers have made some progress over the last three decades in the numerical modeling of
waves close to breaking (Longuet-Higgins and Fenton 1974; Longuet-Higgins 1974; 1976; Schwartz 1974;
Dalrymple and Dean 1975; Byatt-Smith and Longuet-Higgins 1976; Peregrine 1976; Cokelet 1977; Longuet-
Higgins and Fox 1977; Longuet-Higgins 1985; Williams 1981; 1985). These studies suggest the limiting
wave steepness to be H/L = 0.141 in deep water and H/d = 0.83 for solitary waves in shallow water with a
corresponding solitary wave celerity of c/(gd)"? = 1.29.

(3) Dalrymple and Dean (1975) investigated the maximum wave height in the presence of a steady uni-
form current using the stream function theory. Figure 11-1-19 shows the influence of a uniform current on
the maximum wave height where T, is the wave period in a fixed reference frame and U is the current speed.

(4) The treatment of wave breaking in the propagation of waves is discussed in Part 11-3. Information
about wave breaking in deep and shoaling water and its relation to nearshore processes is provided in
Part 11-4.

g. Validity of wave theories.

(1) Toensure their proper use, the range of validity for various wave theories described in this chapter
must be established. Very high-order Stokes theories provide a reference against which the accuracy of
various theories may be tested. Nonlinear wave theories better describe mass transport, wave breaking,
shoaling, reflection, transmission, and other nonlinear characteristics. Therefore, the usage of the linear
theory has to be carefully evaluated for final design estimates in coastal practice. It is often imperative in
coastal projects to use nonlinear wave theories.

(2) Wave amplitude and period may sometimes be estimated from empirical data. When data are
lacking or inadequate, uncertainty in wave height and period estimates can give rise to a greater uncertainty
in the ultimate answer than does neglecting the effect of nonlinear processes. The additional effort necessary
for using nonlinear theories may not be justified when large uncertainties exist in the wave data used for
design. Otherwise, nonlinear wave theories usually provide safer and more accurate estimates.

(3) Dean (1968, 1974) presented an analysis by defining the regions of validity of wave theories in
terms of parameters H/T? and d/T? since T? is proportional to the wavelength. Le Méhauté (1976) presented
a slightly different analysis (Figure 11-1-20) to illustrate the approximate limits of validity for several wave
theories, including the third- and fourth-order theories of Stokes. In Figure 11-1-20, the fourth-order Stokes
theory may be replaced with more popular fifth-order theory, since the latter is often used in applications.
Both Le Méhauté and Dean recommend cnoidal theory for shallow-water waves of low steepness, and Stokes’
higher order theories for steep waves in deep water. Linear theory is recommended for small steepness H/T?
and small U, values. For low steepness waves in transitional and deep water, linear theory is adequate but
other wave theories may also be used in this region. Fenton’s theory is appropriate for most of the wave
parameter domain. For given values of H, d, and T, Figure 11-1-20 should be used as a guide to select an
appropriate wave theory.
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Figure 11-1-19. Influence of a uniform current on the maximum wave height
(Dalrymple and Dean 1975)

(4) Itis necessary to know the limiting value of wave heights and wave steepness at different water
depths to establish range of validity of any wave theory that uses a Stokes-type expansion. This is
customarily done by comparing the magnitude of each successive term in the expansion. Each should be
smaller than the term preceding it. For example, if the second term is to be less than 1 percent of the first term
in the Stokes second-order theory, the limiting wave steepness is

13
g 1 sinh” kd (11-1-112)
L 80 cosh kd (3 + 2 sinh? kd)

(5) If the third-order term is to be less than 1 percent of the second-order term, the limiting wave
steepness is

13
1 sinh’ kd (11-1-113)
7 /1 + 8 cosk® kd

<
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Figure 1-1-20. Ranges of suitability of various wave theories (Le Méhauté 1976)

(6) Similarly, using the fifth-order expansion, the asymptotes to Stokes third-order theory are H/L, <

0.1 and H/d < 3/4(kd)? for deep water and shallow water, respectively. This allows the range of Stokes’
theory to be expanded by adding successively smaller areas to the domain of linear theory in Figure 11-1-20
until the breaking limit is reached. The fifth-order Stokes theory gets close enough to the breaking limit, and
higher order solutions may not be warranted. Laitone (1962) suggests a shallow-water limit on Stokes’ theory
by setting the Ursell number Uy equal to 20. For an Ursell number of approximately 20, Stokes’ theory
approaches the cnoidal theory.

(7) The magnitude of the Ursell number U, (sometimes also called the Stokes number) shown in

Figure I11-1-20 may be used to establish the boundaries of regions where a particular wave theory should be
used. Stokes (1847) noted that this parameter should be small for long waves. An alternative, named the
Universal parameter (U,), has recently been suggested (Goda 1983) for classification of wave theories.
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(8) Limits of validity of the nonlinear (higher-order) wave theories established by Cokelet (1977) and
Williams (1981), are shown in Figure 11-1-21. Regions where Stokes waves (short waves) and cnoidal and
solitary waves (long waves) are valid are also shown in this figure. The breaking limit for solitary waves
H," = 0.833 established by Williams (1981) and the limiting height designated as H," determined by Cokelet
(1977) are also shown on Figure 11-1-21. The line between short and long waves corresponds to a value of
the Ursell number U, = 79. This theoretical partition agrees with data from Van Dorn (1966).

i
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Figure 11-1-21. Grouping of wind waves based on universal parameter and limiting height for steep waves

[I-1-3. Irregular Waves
a. Introduction.

(1) Inthe first part of this chapter, waves on the sea surface were assumed to be nearly sinusoidal with
constant height, period and direction (i.e., monochromatic waves). Visual observation of the sea surface (as
in the radar image of the entrance to San Francisco Bay in Figure 11-1-22) and measurements (such as in
Figure I1-1-23) indicate that the sea surface is composed of waves of varying heights and periods moving in
differing directions. In the first part of this chapter, wave height, period, and direction could be treated as
deterministic quantities. Once we recognize the fundamental variability of the sea surface, it becomes
necessary to treat the characteristics of the sea surface in statistical terms. This complicates the analysis but
more realistically describes the sea surface. The term irregular waves will be used to denote natural sea states
in which the wave characteristics are expected to have a statistical variability in contrast to
monochromatic waves, where the properties may be assumed constant. Monochromatic waves may be
generated in the laboratory but are rare in nature. “Swell” describes the natural waves that appear most like
monochromatic waves in deep water, but swell, too, is fundamentally irregular in nature. We note that the
sea state in nature during a storm is always short-crested and irregular. Waves that have travelled far from
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EXAMPLE PROBLEM II-1-6

FIND:
Applicable wave theory for waves in (a) and (b). Which of these waves is a long wave?

GIVEN:
(@. d=15m,H=122m, T =12 sec; (b).d=150 m, H=30m, T = 16 sec.

SOLUTION:
(a) Calculate dimensionless parameters necessary for using Figure 11-1-20. These are

4. 001
gT”?

H . 0009

gl

Jed = 12 2

s€c

U, = 55

From Figure 11-1-20, the applicable theory is cnoidal.

(b) In asimilar fashion, compute
4~ 0.06
gT?
H . 001
gT?

H_ya
d

secC

Up = 1.5
With these values, Figure 11-1-20 indicates the applicable theory is Stokes third- or fifth-order. It is noted
that the linear theory is also applicable.

Based on the values of Ursell parameter, neither wave (a) or (b) is a true long wave. Wave (a) may be
considered a long wave in comparison to wave (b).
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Figure 1I-1-22. Radar image of the sea surface in the entrance to San Francisco Bay

the region of generation are called swells. These waves have a much more limited range of variability,
sometimes appearing almost monochromatic and long-crested.

(2) When the wind is blowing and the waves are growing in response, the sea surface tends to be
confused: awide range of heights and periods is observed and the length of individual wave crests may only
be a wave length or two in extent (short-crested). Such waves are called wind seas, or often, just sea. Long-
period waves that have traveled far from their region of origin tend to be more uniform in height, period, and
direction and have long individual crests, often many wave lengths in extent (i.e., long-crested). These are
termed swell. A sea state may consist of just sea or just swell or may be a combination of both.

(3) The ocean surface is often a combination of many wave components. These individual components
were generated by the wind in different regions of the ocean and have propagated to the point of observation.
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Figure 11-1-23. Measured sea surface velocity in the entrance to San Francisco Bay

If a recorder were to measure waves at a fixed location on the ocean, a non-repeating wave profile would be
seen and the wave surface record would be rather irregular and random (Figure 11-1-23). Although individual
waves can be identified, there is significant variability in height and period from wave to wave.
Consequently, definitions of wave height, period, and duration must be statistical and simply indicate the
severity of wave conditions.

(4) Wave profiles are depicted in Figure 11-1-24 for different sea conditions. Figure 11-1-25 shows a
typical wave surface elevation time series measured for an irregular sea state. Important features of the field-
recorded waves and wave parameters to be used in describing irregular waves later in this section are defined
in Figures 11-1-26 and 11-1-27. We note that the sea state in nature during a storm is always short-crested and
irregular. Waves that have traveled far from the region of generation are called swells. These waves have
much more limited range of variability sometimes appearing monochromatic and long-crested.

(5) This part of Part 11-1 will develop methods for describing and analyzing natural sea states. The
concept of significant wave height, which has been found to be a very useful index to characterize the heights
of the waves on the sea surface, will be introduced. Peak period and mean wave direction which characterize
the dominant periodicity and direction of the waves, will be defined. However, these parameterizations of
the sea surface in some sense only index how big some of the waves are. When using irregular wave heights
in engineering, the engineer must always recognize that larger and smaller (also longer and shorter) waves
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Figure 11-1-25. Wave profile of irregular sea state from site measurements
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Figure 11-1-26. Definition of wave parameters for a random sea state
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Figure 11-1-27. Definition sketch of a random wave process (Ochi 1973)

are present. The monochromatic wave theories described in the first part of this chapter will be seen to have
two major uses. One use is to estimate the kinematics and dynamics associated with a wave with the
significant wave height, peak period, and direction. The other is when an individual wave has been isolated
in a wave record to estimate the velocities, accelerations, forces, etc., associated with that individual wave
event. The engineer must recognize that the implication of the statistical nature of irregular waves implies
that the kinematics and dynamics likewise require statistical treatment. 1AHR (1986) provides a detailed
description of parameters and terminology used with irregular waves.

(6) Two approaches exist for treating irregular waves: spectral methods and wave-by-wave (wave train)
analysis. Spectral approaches are based on the Fourier Transform of the sea surface. Indeed this is currently
the most mathematically appropriate approach for analyzing a time-dependent, three-dimensional sea surface
record. Unfortunately, it is exceedingly complex and at present few measurements are available that could
fully tap the potential of this method. However, simplified forms of this approach have been proven to be
very useful. The other approach used is wave-by-wave analysis. In this analysis method, a time-history of
the sea surface at a point is used, the undulations are identified as waves, and statistics of the record are
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developed. This is a very natural introduction to irregular waves and will be presented first before the more
complicated spectral approach is presented. The primary drawback to the wave-by-wave analysis is that it
cannot tell anything about the direction of the waves. Indeed, what appears to be a single wave at a point
may actually be the local superposition of two smaller waves from different directions that happen to be
intersecting at that time. Disadvantages of the spectral approach are the fact that it is linear and can distort
the representation of nonlinear waves.

b.  Wave train (wave-by-wave) analysis.
(1) Introduction.

(@) Wave train analysis requires direct measurements of irregular seas. A typical irregular wave record
obtained from a wave-measuring device is shown in Figure 11-1-25. The recorded wave traces have to be of
finite length with the sea surface sampled at a set interval (typically every second). The time-history of sea
surface elevation at a point is a random-appearing signal exhibiting many maxima and minima (Figures I1-1-
26 and 11-1-27). It is necessary to develop a criterion for identifying individual waves in the record.

(b) In a wave-by-wave analysis, undulation in the time-history of the surface must be divided into a
series of segments, which will then be considered as individual waves. The height and period of each wave
will be measured. Once this is done for every segment of the record, statistical characteristics of the record
can be estimated, and the statistics of the record are compiled.

(c) Knowing the statistics of one record can be useful in itself, particularly if the record is important
(such as the observation of waves at a site when a structure failed). However, it would be helpful to know
whether the statistical characteristics of individual wave records followed any consistent pattern. Statistics
of the sea state could be predicted knowing only a little about the wave conditions. It would be very useful
if the distribution of wave characteristics in a wave record followed a known statistical distribution. After
defining characteristics of individual records, the larger statistical question will be addressed.

(d) Inthetime-domain analysis of irregular or random seas, wave height and period, wavelength, wave
crest, and trough have to be carefully defined for the analysis to be performed. The definitions provided
earlier in the regular wave section of this chapter assumed that the crest of a wave is any maximum in the
wave record, while the trough can be any minimum. However, these definitions may fail when two crests
occur within an intervening trough lying below the mean water line. Also, there is not a unique definition
for wave period, since it can be taken as the time interval between either two neighboring wave troughs or
two crests. Other more common definitions of wave period are the time interval between successive crossings
of the mean water level by the water surface in a downward direction called zero down-crossing period or
zero up-crossing period for the period deduced from successive up-crossings.

(2) Zero-crossing method.

(@) The adopted engineering procedure is the zero-crossing technique, where a wave is defined when
the surface elevation crosses the zero-line or the mean water level (MWL) upward and continues until the
next crossing point. This is the zero-upcrossing method. When a wave is defined by the downward crossing
of the zero-line by the surface elevation, the method is the zero-downcrossing.

(b) The zero-crossing wave height is the difference in water surface elevation of the highest crest and
lowest trough between successive zero-crossings. The definition of wave height depends on the choice of
trough occurring before or after the crest. Here, awave will be identified as an event between two successive
zero-upcrossings and wave periods and heights are defined accordingly. Note that there can be differences
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between the definitions of wave parameters obtained by the zero up- and down-crossing methods for
description of irregular sea states.

(c) Both methods usually yield statistically similar mean values of wave parameters. There seems to
be some preference for the zero-downcrossing method (IAHR 1986). The downcrossing method may be
preferred due to the definition of wave height used in this method (the vertical distance from a wave trough
to the following crest). It has been suggested that this definition of wave height may be better suited for
extreme waves (IAHR 1986).

(d) Using these definitions of wave parameters for an irregular sea state, it is seen in Figures 11-1-26 and
11-1-27 that, unlike the regular (monochromatic) sinusoidal waves, the periods and heights of irregular waves
are not constant with time, changing from wave to wave. Wave-by-wave analysis determines wave properties
by finding average statistical quantities (i.e., heights and periods) of the individual wave components present
in the wave record. Wave records must be of sufficient length to contain several hundred waves for the
calculated statistics to be reliable.

(e) Wave train analysis is essentially a manual process of identifying the heights and periods of the
individual wave components followed by a simple counting of zero-crossings and wave crests in the wave
record. The process begins by dissecting the entire record into a series of subsets for which individual wave
heights and periods are then noted for every zero down-crossing or up-crossing, depending on the method
selected. In the interest of reducing manual effort, it is customary to define wave height as the vertical
distance between the highest and lowest points, while wave period is defined as the horizontal distance
between two successive zero-crossing points (Figures 11-1-26 and 11-1-27). In this analysis, all local maxima
and minima not crossing the zero-line have to be discarded. From this information, several wave statistical
parameters are subsequently calculated. Computer programs are available to do this (IAHR 1986).

(3) Definition of wave parameters.

(@) Determination of wave statistics involves the actual processing of wave information using the
principles of statistical theory. A highly desirable goal is to produce some statistical estimates from the
analyzed time-series data to describe an irregular sea state in a simple parametric form. For engineering, it
is necessary to have a few simple parameters that in some sense tell us how severe the sea state is and a way
to estimate or predict what the statistical characteristics of a wave record might be had it been measured and
saved. Fortunately, millions of wave records have been observed and a theoretical/empirical basis has
evolved to describe the behavior of the statistics of individual records.

(b) For parameterization, there are many short-term candidate parameters which may be used to define
statistics of irregular sea states. Two of the most important parameters necessary for adequately quantifying
a given sea state are characteristic height H and characteristic period T. Other parameters related to the
combined characteristics of H and T, may also be used in the parametric representation of irregular seas.

(c) Characteristic wave height for an irregular sea state may be defined in several ways. These include
the mean height, the root-mean-square height, and the mean height of the highest one-third of all waves
known as the significant height. Among these, the most commonly used is the significant height, denoted
as H, or H,,;. Significant wave height has been found to be very similar to the estimated visual height by an
experienced observer (Kinsman 1965). The characteristic period could be the mean period, or average zero-
crossing period, etc.

(d) Other statistical quantities are commonly ascribed to sea states in the related literature and practice.
For example, the mean of all the measured wave heights in the entire record analyzed is called the mean wave
height H. The largest wave height in the record is the maximum wave height H,..,. The root-mean-square of
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all the measured wave heights is the rms wave height H,.,. The average height of the largest 1/n of all waves
in the record is the H,,, where n = 10, 11, 12, 13,..., 99, 100 are common values. For instance, H,,,, is the
mean height of the highest one-tenth waves. In coastal projects, engineers are faced with designing for the
maximum expected, the highest possible waves, or some other equivalent wave height. From one wave record
measured at a point, these heights may be estimated by ordering waves from the largest to the smallest and
assigning to them a number from 1 to N. The significant wave height H,,, or H, will be the average of the first
(highest) N/3 waves.

(e) The probability that a wave height is greater (less) than or equal to a design wave height H; may be
found from

(11-1-114)

where m is the number of waves higher than H,. For an individual observed wave record the probability
distribution P(H > H,) can be formulated in tabular form and possibly fitted by some well-known distribution.
The root-mean-square wave height H,,,, may be computed as

f: H? (11-1-115)

1
Hrms = F 5 j

in which H; denote the ordered individual wave heights in the record.

() Probability distributions discussed in the irregular wave section of the CEM refer to short term wave
statistics. This subject concerns the probability that a wave of a given height will occur given that we know
the statistics of the sea surface over a 16- to 60-min period. A short-term wave statistics question might be,
for example, “If we have measured the waves for 15 min and found that H, is 2m, what is the chance that a
wave of 4 m may occur?” This must be contrasted to long-term wave statistics. To obtain long-term wave
statistics, a 15-min record may have been recorded (and statistics of each record computed) every 3 hr for 10
years (about 29,000 records) and the statistics of the set of 29,000 significant wave heights compiled. A long-
term wave statistics question might be, “If the mean significant wave height may be 2m with a standard
deviation of 0.75m, what is the chance that once in 10 years the significant wave height will exceed 4 m?”
These are two entirely different statistical questions and must be treated differently.

(g) A similar approach can be used for the wave period. The mean zero-crossing period is called the
zero-crossing period T,. The average wave period between two neighboring wave crests is the wave crest
period T.. Therefore, in the time domain wave record analysis, the average wave period may also be obtained
from the total length of record length T, either using T, or T, (Tucker 1963). These periods are related to T,

by

Tr

Tz = —_—

NZ
(11-1-116)

Tr

Tc = _—

NC
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where N, and N, are the number of zero-upcrossings and crests in the wave record, respectively. We
emphasize that in Tucker’s method of wave train analysis, crests are defined by zero-crossing. Note also by
definition of these periods that T, < T,.

(h) The list of definitions stated above is not all-inclusive, and several other statistical quantities may
be obtained from a wave train analysis (Ochi 1973; IAHR 1986). For example, the rms surface elevation 77,
(described later in the short-term sea states section) (o in IAHR list) defines the standard deviation of the
surface elevation, and the significant wave height H, is related to 7,,, by

H =387, ~4n,, (11-1-117)

(4) Significant wave height.

(a) The significant wave height H, (or H, ;) is the most important quantity used describing a sea state
and thus, is discussed further here for completeness. The concept of significant wave height was first
introduced by Sverdrup and Munk (1947). It may be determined directly from a wave record in a number
of ways. The most frequently used approach in wave-by-wave analysis is to rank waves in a wave record and
then choose the highest one-third waves. The average of the chosen waves defines the significant wave height
as

H-—-Y H (11-1-118)
j=1

where N is the number of individual wave heights H; in a record ranked highest to lowest.

(b) Sverdrup and Munk (1947) defined significant wave height in this fashion because they were
attempting to correlate what sailors reported to what was measured. Hence, this is an empirically driven
definition. Today, when wave measuring is generally automated, some other parameter might be appropriate,
but significant wave height remains in recognition of its historical precedence and because it has a fairly
tangible connection to what observers report when they try to reduce the complexity of the sea surface to one
number. It is important to recognize that it is a statistical construct based only on the height distribution.
Knowing the significant height from a record tells us nothing about period or direction.

(5) Short-term random sea state parameters.

(@) It is well-known that any periodic signal 7(t) with a zero mean value can be separated into its
frequency components using the standard Fourier analysis. Periodic wave records may generally be treated
as random processes governed by laws of the probability theory. If the wave record is a random signal, the
term used is random waves. For a great many purposes, ocean wave records may be considered random (Rice
1944-1945, Kinsman 1965, Phillips 1977, Price and Bishop 1974).

(b) The statistical properties of a random signal like the wave surface profile may be obtained from a
set of many simultaneous observations called an ensemble or set of signals {7,(t), 7,(t), 75(t),...}, but not
from a single observation. A single observation even infinitely long may not be sufficient for determining
the spatial variability of wave statistics. An ensemble consists of different realizations or measurements of
the process 7(t) at some known locations. To determine wave properties from the process 7)(t), certain
assumptions related to its time and spatial variation must be made.
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(c) First, it would be necessary to assume that the process described by the wave record (i.e., a sea
state), say 7(t), is stationary, which means that the statistical properties of 7(t) are independent of the origin
of time measurement. Since the statistics of stationary processes are time-invariant, there is no drift with time
in the statistical behavior of 7(t). The stationarity requirement is necessary as we shall see later for
developing a probability distribution for waves, which is the fraction or percentage of time an event or
process (say, the sea state depicted in time series of the wave surface profile) is not exceeded. The probability
distribution may be obtained by taking 7,(t,), 7,(t,), 7:(t,)...., as variables, independent of the instant t,. If
in addition, 7(t) can be measured at different locations and the properties of 7(t) are invariant or do not
depend on location of measurements, the process may then be assumed homogenous. In reality, 7(t) may be
assumed stationary and homogenous only for a limited duration at the location data are gathered. Wind
waves may be considered approximately stationary for only a few hours (3 hr or less), beyond which their
properties are expected to change.

(d) Second, the process 7(t) is assumed to be ergodic, which means that any measured record of the
process say 7,(t) is typical of all other possible realizations, and therefore, the average of a single record in
an ensemble is the same as the average across the ensemble. For an ergodic process, the sample mean from
the ensemble approaches the real mean g, and the sample variance approaches the variance o of the process
(sea state). The ergodicity of 7(t) implies that the measured realization of 7(t), say 7,(t,) is typical of all
other possible realizations 7,(t,), 7;(ty), ...., all measured at one instant t,. The concept of ergodicity permits
derivation of various useful statistical information from a single record, eliminating the need for multiple
recordings at different sites. The assumptions of stationarity and ergodicity are the backbones of developing
wave statistics from wave measurements. It is implicitly assumed that such hypotheses exist in reality, and
are valid, particularly for the sea state.

(e) Toapply these concepts to ocean waves, consider an ensemble of records representing the sea state
by 7(t) over a finite time T. The mean or expected value of the sea state, denoted by 7, or w,, or E[7], is
defined as

by = EDE@T = < [% @ dr (11-1-119)
2

where the symbol E denotes the expected value of 7(t). Similarly, the mean-square of 7 corresponds to the
second moment of 7, denoted by E[77]. The standard deviation o, or the root-mean-square value of the
process is the square root of this. The variance of 7, represented by 0,72 may be expressed in terms of the
variance of the process V as

oy = VIn®] = EM’] - p, (11-1-120)

(f) The standard deviation g, is the square root of the variance, also called the second central moment
of n(t). The standard deviation characterizes the spread in the values of 7(t) about its mean.

(9) The autocorrelation or autocovariance function of the sea state is denoted by R,, relating the value
of mpat time t to its value at a later time t+z. This is defined as

Rn(t, t+1) = E[n@ n@+7)] (11-1-121)

(h) The value of R, gives an indication of the correlation of the signal with itself for various time lags
7, and so it is a measure of the temporal variation of 7(t) with time. If the signal is perfectly correlated with
itself for zero lag T, its autocorrelation coefficient, defined as
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_ El@ @] _ Ry (11-1-122)
§ E[n? E[n?]

will be equal to 1.

(i) For two different random signals 7, and 7,, the cross-correlation coefficient R may be defined as

R - E[n,(d) nt+80] - % [2 40 nyr80) e (11-1-123)
2

which measures the degree of correlation between two signals. This concept is useful for example in relating
wave velocities and pressures obtained at two separate locations during wave gauge measurements in coastal
projects. Note that the process 7(t) is stationary if 4, and o, are constant for all values of t, and that R is a
function only of =1, - t,.

(1) Assuming that the water surface elevation 7(t) is a stationary random process, representing a sea
state over the duration of several hours, we will next focus our attention on defining the probabilistic
properties of ocean waves. The probabilistic representation of sea state is useful in practice for two reasons.
First, it allows the designer to choose wave parameters within a limit that will yield an acceptable level of
risk. Second, a probabilistic-based design criterion may result in substantial cost savings by considering
uncertainties in the wave estimates. Therefore, an overview of the probability laws and distributions for
ocean waves follows.

(6) Probability distributions for a sea state.

(@) As noted earlier, irregular sea states are random signals. For engineers to effectively use irregular
waves in design, properties of the individual wave records must follow some probability laws so that wave
statistics can readily be obtained analytically. Rice (1944-1945) developed the statistical theory of random
signals for electrical noise analysis. Longuet-Higgins (1952) applied this theory to the random water surface
elevation of ocean waves to describe their statistics using certain simplified assumptions. Longuet-Higgins
found that the parameters of a random wave signal follow known probability laws.

(b) The probability distribution P(x) is the fraction of events that a particular event is not exceeded.
It can be obtained directly from a plot of the proportion of values less than a particular value versus the
particular value of the variable x,, and is given by

P(x) = probfx < x,} (11-1-124)
(c) The probability density p(x) is the fraction of events that a particular event is expected to occur and

thus, it represents the rate of change of a distribution and may be obtained by simply differentiating P(x) with
respect to its argument x.

(d) The two most commonly used probability distributions in the study of random ocean waves are the
Gaussian (Figure 11-1-28) and Rayleigh distributions (Figure 11-1-29).  The Gaussian distribution is
particularly suited for describing the short-term probabilities of the sea surface elevation 1. Its probability
density is given by
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Figure 11-1-28. The Gaussian probability density and cumulative probability distribution
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Figure 11-1-29. The Rayleigh probability density and cumulative probability distribution (x = & corresponds
to the mode)
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] ( @ - u,,)ZJ
202
e E (11-1-125)

p(x) =
o./2m

where g, is the mean of x and g, is the standard deviation. The Gaussian cumulative probability or
probability distribution denoted by P(x) in Figure 11-1-28, is the integral of p(x). A closed form of this
integral is not possible. Therefore, Gaussian distribution is often tabulated as the normal distribution with the
mean 4, and standard deviation g, in handbooks (e.g., Abramowitz and Stegun (1965)), and is written as

X - W,

p&) = N(p,,0,) P(x) = <I>[ (11-1-126)

X

For zero mean (&, = 0) and unit standard deviation (g, = 1), the Gaussian probability density and distributions
reduce to

P - 3
2T (11-1-127)

o) = fo"p(v) dy

where the last integral is the error function.

(e) The probability of exceedence Q(x) may be expressed in terms of the probability of non-exceedence
P(x) as

2

ox

Of(®>x,] = 1 - Pi(ty<x,| = 1 - @

(11-1-128)

(f) This is the probability that x will exceed x, over the time period t, and is shown as the shaded area
in the bottom lower end of Figure 11-1-28. The probability of exceedence is an important design parameter
in risk-based design.

(g) Inengineering practice, we are normally concerned with wave height rather than surface elevation.
However, to define wave height distribution, we only need to examine the statistics of the slowly varying
envelope of the surface elevation 7(t). With this approach, Longuet-Higgins (1952) found from statistical
theory that both wave amplitudes and heights follow the Rayleigh distribution shown in Figure 11-1-29. Note
that this distribution can never be negative, it decays asymptotically to zero for large x, but never reaches
zero. The probability density function of the Rayleigh distribution and its cumulative probability are given

by
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Figure 11-1-30. Histograms of the normalized (a) wave heights, and
(b) wave periods with theoretical distributions (Chakrabarti 1987)

_T|x
px) = Tc_x2 e 4(”") for x> 0
2p, (11-1-129)

(”i’) forx > 0 }

where 4, is the mean. These are displayed in Figure 11-1-29 in which the density function is offset to the right
and has only positive values. The distributions used for wave heights, wave periods, and their joint relations
are described next.

INE]

P(x) = {1 -e
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(7) Wave height distribution.

(@) The heights of individual waves may be regarded as a stochastic variable represented by a
probability distribution function. From an observed wave record, such a function can be obtained from a
histogram of wave heights normalized with the mean heights in several wave records measured at a point
(Figure 11-1-30). Thompson (1977) indicated how well coastal wave records follow the Rayleigh distribution.
If wave energy is concentrated in a very narrow range of wave period, the maxima of the wave profile will
coincide with the wave crests and the minima with the troughs. This is termed a narrow-band condition.
Under the narrow-band condition, wave heights are represented by the following Rayleigh distribution
(Longuet-Higgins 1952, 1975h, 1983)

2H H?
p(H) = —— exp|- —
Hrms Hrms
(11-1-130)
2
PH) =1 - exp|- H-
Hppy

(b) The significant wave height H,, is the centroid of the area for H > H.. under the density function
where H > H. corresponds to waves in the highest one-third range as shown in Figure 11-1-29, that is

H,
PH)=1-=-=1- e( Him) (11-1-131)

1
3

from whichwe find H. = 1.05H,,.. Various estimates of wave heights may then be obtained upon integration
of the above equation using certain mathematical properties of the Error function (Abramowitz and Stegun
1965). We find

Hy; = 4.00 \Jm; = 1.416 H,,
H,,=127H, =180 H = 5091 /m

1/10 173 rms \/_0 (”_1_132)
Hyp = 1.67 Hyy = 2.36 H,, = 6.672 \/m,

H . =186 H, (for 1000 wave cycles in the record)

(c) The most probable maximum wave height in a record containing N waves is related to the rms wave
height (Longuet-Higgins 1952) by

Ho - | Jlogh + 02886 _ 0247 | (11-1-133)
/_IOgN (10g]V)3/2

(d) The value of H,,,, obtained in this manner can be projected to a longer period of time by adjusting
the value of N based on the mean zero-upcrossing period (Tucker 1963).
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(e) The factthat the statistics of wave height for wave records in general follows a Rayleigh distribution
is of great significance in coastal engineering. For instance, an engineer may have information from a
hindcast (see Part 11-2) that the significant height for a stormis 10 m. Assuming that the Rayleigh distribution
describes the wave record, the engineer can estimate that the 10-percent wave will be 12.7 m and that the H,.,,
(assuming 1,000 waves in the record) will be 18.6 m. Often measured ocean wave records are analyzed
spectrally (see “Spectral Analysis” section later in this chapter) by the instrument package and only
condensed information is reported via satellite to a data bank, with no other information retained. The
inherent assumption made is that the Rayleigh distribution is adequate.

() Theoretical relationships derived from the Rayleigh distribution generally agree well with the values
determined directly from the records. The Rayleigh probability distribution density function is compared
with a histogram of the measured deepwater wave heights in Figure 11-1-30 (Chakrabarti 1987). Clearly the
Rayleigh distribution fits this data well, even though the frequency spectra of ocean waves may not always
be narrow-banded as assumed in the Rayleigh distribution. Field measurements sometimes deviate from the
Rayleigh distribution, and the deviation appears to increase with increasing wave heights, and decrease as
the wave spectrum becomes sharply peaked. The effect of bandwidth on wave height distribution has been
accounted for theoretically (Tayfun 1983).

() Deepwater wave height measurements from different oceans have been found to closely obey a
Rayleigh distribution (Tayfun 1983a,b; Forristall 1984; Myrhaug and Kjeldsen 1986). This is not true for
shallow-water waves, which are strongly modulated by the bathymetric effects combined with the amplitude
nonlinearities. The wave energy spectrum of the shallow-water waves is not narrow-banded and may
substantially deviate from the Rayleigh distribution especially for high frequencies. In general, the Rayleigh
distribution tends to overpredict the larger wave heights in all depths.

(h) Insummary, the Rayleigh distribution is generally adequate, except for near-coastal wave records
in which it may overestimate the number of large waves. Investigations of shallow-water wave records from
numerous studies indicate that the distribution deviates from the Rayleigh, and other distributions have been
shown to fit individual observations better (SPM 1984). The primary cause for the deviation is that the large
waves suggested in the Rayleigh distribution break in shallow water. Unfortunately, there is no universally
accepted distribution for waves in shallow water. As a result, the Rayleigh is frequently used with the
knowledge that the large waves are not likely.

(8) Wave period distribution.

(@ Longuet-Higgins (1962) and Bretschneider (1969) derived the wave period distribution function
assuming the wave period squared follows a Rayleigh distribution. This distribution is very similar to the
normal distribution with a mean period given by

m
_ My
TO,I__

(11-1-134)
m

where the moments are defined in terms of cyclic frequency (i.e., Hertz). The probability density of wave
period T is given by (Bretschneider 1969)
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3
p(D) = L exp [-0.6751%]
r (11-1-135)

Tl

(b) Adifferent probability density distribution of the wave period has been derived by Longuet-Higgins
(1962). This is given by

1
‘E = - @ @ @ OO0
p( ) 2(1 + ,52) 3/2
) (11-1-136)
T - T, mm, — m
T = 0,1 C oy o= o, 1
vl m!

where vis the spectral width parameter and m,, m,, and m, are moments of the wave spectrum, which will
be defined later. This probability density function is symmetric about 7= 0 where it is maximum, and is
similar to the normal distribution with a mean equal to Ty,. This distribution fits field measurements
reasonably well, and is often used in offshore design. In general, probability density for the wave period is
narrower than that of wave height, and the spread lies mainly in the range 0.5 to 2.0 times the mean wave
period.

(c) Various characteristic wave periods are related. This relationship may be stated in a general way
as

=T

max 173

~ CT (11-1-137)
where the coefficient C varies between 1.1 and 1.3.

(9) Joint distribution of wave heights and periods.

(a) If there were no relation between wave height and wave period, then the joint distribution between
wave height and wave period can simply be obtained from the individual probability distributions of the
height and period by

p(H,T) = p(H) p(T) (11-1-138)

(b) Thedistribution p(H,T) so obtained is inappropriate for ocean waves, since their heights and periods
are correlated. For the joint distribution of wave height-period pairs, Longuet-Higgins (1975b) considered
wave heights and periods also representable by a narrow-band spectrum. He derived the joint distribution
assuming wave heights and periods are correlated, a more suitable assumption for real sea states.

(c) The probability density function of wave period may be obtained directly from the joint distribution,
provided that a measure of the spectrum width is included in the latter. Under this condition, the distribution
of wave period is simply the marginal probability density function of the joint distribution of Hand T. This
is done by integrating p(H, T) for the full range of H from 0 to «. Likewise, the distribution for wave heights
may be obtained by integrating p(H,T) for the full range of periods. The joint distribution derived by
Longuet-Higgins (1975b) was later modified (Longuet-Higgins 1983), and is given by
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2
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with vas the spectral width parameter. The period T, is the mean zero-upcrossing period and its relation to
the mean wave period T and mean crest period T, defined in terms of moments of spectrum is as follows:

- m
L = 2T 2
m,
(11-1-140)
— m - m
T =2m 0 ; .= 2T _2
m, m,
(d) The most probable maximum period associated with any given H. is
2
R 2Vl + v (11-1-141)
2
1+ |1+ 16v
nH?

*

(e) Chakrabartiand Cooley (1977) investigated the applicability of the joint distribution and determined
that it fits field data provided the spectrum is narrow-banded and has a single peak. A different theoretical
model has been suggested by Cavanie et al. (1978), and it also compares well with the field data.

c. Spectral analysis.
(1) Introduction.

(@) In the period 1950-1960, Rice’s (1944-1945) work on signal processing was extended to ocean
waves (Kinsman 1965; Phillips 1977). In pinciple, the time-history of surface elevation (such as in Figures I1-
1-31 and 11-1-32) was recognized to be similar to a noise record. By assuming that it is a discrete sample of
a continuous process, the principles of Fourier analysis could be extended to describe the record. The power
of Fourier representation is such that given a series of time snapshots of measurements of a three-dimensional
surface, a full mathematical representation of the surface and its history may be obtained. Unfortunately, this
is a lot of information. As an example, the image in Figure 11-1-22 of the entrance to San Francisco Bay is
one snapshot of the surface current field and represents nearly 1 million sample points. To understand the
time variation of the field it would be reasonable to do this every 2 sec or so for an hour. The result is about
1.8 billion sample points that would need to be Fourier transformed. Although, this is computationally
feasible such a measurement cannot be made on a routine basis and it is not clear how the information could
be condensed into a form for practical engineering. However, the utility of the spectral analysis approach is
that it uses a reduced dimensional approach that is powerful and useful. This section will discuss the
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underlying approach to using spectral representations in engineering, discuss the basic approach for the
simplified spectral approaches, and describe how the spectral information can be used. However, the
underlying statistical theory and assumptions will only be touched upon and details of the derivations will
only be referenced.

(b) The easiest place to begin is with a nonrigorous discussion of what a spectral analysis of a single-
point measurement of the surface can produce and then generalize it to the case of a sea surface. The
following sections would then describe of the procedure.

(c) Considering asingle-point time-history of surface elevation such as in Figures 11-1-25, 11-1-31, and
11-1-32, spectral analysis proceeds from viewing the record as the variation of the surface from the mean and
recognizes that this variation consists of several periodicities. In contrast to the wave-by-wave approach,
which seeks to define individual waves, the spectral analysis seeks to describe the distribution of the variance
with respect to the frequency of the signal. By convention, the distribution of the variance with frequency
is written as E(f) or S(f) with the underlying assumption that the function is continuous in frequency space.
The reason for this assumption is that all observations are discretely sampled in time, and thus, the analysis
should produce estimates as discrete frequencies which are then statistically smoothed to estimate a
continuum. Although E(f) is actually a measurement of variance, it is often called the one-dimensional or
frequency energy spectrum because (assuming linear wave theory) the energy of the wave field may be
estimated by multiplying E(f) by 0g.

(d) Figures11-1-31 (aregular wave) and 11-1-32 (an irregular wave) provide two wave records and their
spectrum. One immediate value of the spectral approach is that it tells the engineer what frequencies have
significant energy content and thus acts somewhat analogous to the height-period diagram. The primary
disadvantage of spectral analysis is that information on individual waves is lost. If a specific record is
analyzed, it is possible to retain information about the phases of the record (derived by the analysis), which
allows reconstruction of waves. But this is not routinely done.

(e) The surface can be envisioned not as individual waves but as a three-dimensional surface, which
represents a displacement from the mean and the variance to be periodic in time and space. The simplest
spectral representation is to consider E(f, &), which represents how the variance is distributed in frequency
f and direction & (Figure 11-1-33). E(f,6) is called the 2-D or directional energy spectrum because it can be
multiplied by og to obtain wave energy. The advantage of this representation is that it tells the engineer about
the direction in which the wave energy is moving. A directional spectrum is displayed in Figure 11-1-34 with
its frequency and direction spectrums.

() The power of spectral analysis of waves comes from three major factors. First, the approach is
easily implemented on a microchip and packaged with the gauging instrument. Second, the principal
successful theories for describing wave generation by the wind and for modelling the evolution of naturalsea
states in coastal regions are based on spectral theory. Third, it is currently the only widely used approach for
measuring wave direction. A final factor is that Fourier or spectral analysis of wave-like phenomena has an
enormous technical literature and statistical basis that can be readily drawn upon.
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Figure 11-1-31. Surface elevation time series of a regular wave and its spectrum
(Briggs et al. 1993)

(g) Before proceeding to the details of how a wave spectrum is derived from a record, it is important
to touch upon some statistical assumptions that are important in analyzing a wave record spectrally. Many
of these assumptions also hold for making a wave-by-wave analysis useful as well. First of all, wave records
are finite in length (typically 17-68 min long) and are made up of samples of surface elevation at a discrete
sampling interval (typically 0.5-2.0 sec). For the wave records to be of general use, the general characteristics
of the record should not be expected to change much if the record was a little shorter or longer, if the
sampling was started some fraction of time earlier or later, or if the records were collected a short distance
away. In addition, it is desirable that there not be any underlying trend in the data.

(h) If the above assumptions are not reasonably valid, it implies that the underlying process is unstable
and may not be characterized by a simple statistical approach. Fortunately, most of the time in ocean and
coastal areas, the underlying processes are not changing too fast and these assumptions reasonably hold. In
principal the statistical goal is to assume that there is some underlying statistical process for which we have
obtained an observation. The observation is processed in such a way that the statistics of the underlying
process are obtained.
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Figure 1I-1-32. Surface elevation time series of an irregular wave
1993)

(2) Description of wave spectral analysis.

and its spectrum (Briggs et al.

(@) Unlike the wave train or wave-by-wave analysis, the spectral analysis method determines the
distribution of wave energy and average statistics for each wave frequency by converting time series of the
wave record into a wave spectrum. This is essentially a transformation from time-domain to the frequency-
domain, and is accomplished most conveniently using a mathematical tool known as the Fast Fourier
Transform (FFT) technique (Cooley and Tukey 1965). Here we will treat analysis of the time recording ofthe
surface at a point, in order to obtain a frequency spectrum of the record. In a later section, we will describe

how to obtain a frequency-directional spectrum.

(b) The wave energy spectral density E(f) or simply the wave spectrum may be obtained directly from
a continuous time series of the surface 7(t) with the aid of the Fourier analysis. Using a Fourier analysis, the
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Figure 1I-1-33. A schematic for a two-dimensional wave spectrum E(f,0)

wave profile time trace can be written as an infinite sum of sinusoids of amplitude A, frequency w,, and
relative phase €,, that is

n@) = i: 4, cos (w,t - €,)
n=0 (11-1-142)

= E a, cos nwt + b sin nwt

n=

(c) Thecoefficientsa,and b, inthe above equation may be determined explicitly from the orthogonality
properties of circular functions. Note that a, is the mean of the record. Because real observations are of finite
length, the finite Fourier transform is used and the number of terms in the sum n is a finite value.

(d) The covariance of n(t) is related to the wave energy spectrum. This is defined in terms of the
squares of component amplitudes as
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Figure 1I-1-34. A directional spectrum and its frequency and direction spectrum
(Briggs et al 1993)

> a2 as
0

n%()

A2 1 a3+b:

"5 (11-1-143)

(e) By induction, an estimate of the continued energy spectrum of 7(t) may be obtained by

N 2
E() = % Y n(nAr) e2misesy Ay (11-1-144)

r Ln=0

where T, is the record length and At is the sampling interval.
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() There are numerous intricacies involved in the application of these discrete formulas, ranging from
the length of time series necessary to digitizing frequency and many others. For unfamiliar users, most
computer library systems now have FFT (Finite Fourier Transform) algorithms available to perform the
above computations. Part V11-3 of the CEM provides a discussion of the methods. Some general guidelines
are provided next.

() Inactual practice, the total data length is divided into M smaller segments with equal number of data
points N. By letting N be a power of 2 for computational efficiency, the result then is averaged over the M
sections. Inan FFT, the variables M, N, and 4t have to be independently selected, though T, and At are fixed
for a given record so that the total number of data points can be obtained from these values. Therefore, the
only choice that has to be made is the number of sections M. Traditionally, the most common values of N
used range from 512 to 2,048, while the value of M is usually 8 or greater. Since T, is dependent on N, M,
and Atas T, = M N A4t, then higher N and M values in general yield better resolution and high confidence in
the estimate of spectra. The larger the N, the more spiky or irregular the spectrum, and the smaller the N, the
smoother the spectrum (Cooley and Tukey 1965; Chakrabarti 1987).

(h) To better understand the wave spectrum by the FFT method, consider first the wave surface profile
of a single-amplitude and frequency wave given by a sinusoidal function as

n(@) = a sin ot (11-1-145)

where a and w are the amplitude and frequency of the sine wave. The variance of this wave over the wave
period of 2 is

o> = @OP = L f 7 G2 sin? 2nft dRf)
2w Jo
(11-1-146)
_ a2 _ o _ oo
-5 - 2[0 E\) df = f_w EXY) df

(i) Thus the quantity a%2 represents the contribution to the variance ¢ associated with the component
frequency w = 2 7f (Figure 11-1-35). The connection between the variance, wave energy, and the wave
energy spectrum is now more obvious since these all are proportional to the wave amplitude (or height)
squared. For consistency of units, an equality between these quantities requires that the wave spectrum not
include the pg term.

() Thedifference between a two-sided spectrum E?and a one-sided spectrum E* as illustrated in Figure
11-1-36 is quite important. Note that the two-sided spectrum is symmetric about the origin, covering both
negative and positive frequencies to account for all wave energy from -eo to +c0. But, it is customary in ocean
engineering to present the spectrum as a one-sided spectrum. This requires that the spectral density ordinates
of E2 be doubled in value if only the positive frequencies are considered. This is the reason for introducing
a factor of two in Equation I1-1-146. This definition will be used subsequently throughout Part I1-1; thus,
it is henceforth understood that E(f) refers to E* (Figures 11-1-35 and 11-1-36).

(k) By an intuitive extension of this simple wave, the variance of a random signal with zero mean may

be considered to be made up of contributions with all possible frequencies. For a random signal using the
above equations, we find
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Figure II-1-35. Sketches of wave spectral energy and energy density
(Chakrabarti 1987)

FREQUENCY, f (Hz)

o, = — =

2
2” E(f) df = m, (11-1-147)
n=1

0\38

where m, is the zero-th moment of the spectrum. Physically, m, represents the area under the curve of E(f).
The area under the spectral density represents the variance of a random signal whether the one-sided or two-
sided spectrum is used.

(I) The moments of a spectrum can be obtained by
m, = f FIE® & i=012,.. (11-1-148)
0

(m) We now use the above definition of the variance of a random signal to provide a third definition of
the significant wave height. As stated earlier, this gives an estimate of the significant wave height by the
wave spectrum. For Rayleigh distributed wave heights, H, may be approximated (Longuet-Higgins 1952)

by
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Figure 11-1-36. Definition of one- and two-side wave spectrum (Chakrabarti 1987)

H, = 3.8 /my = 4 [m, (11-1-149)

(n) Therefore, the zero-th moment m,, which is the total area under the wave energy density spectrum,
defines the significant wave height for a given E(f) (Figure 11-1-37).

(3) Examples of frequency spectra. The frequency spectrum is normally plotted as energy density on
the ordinate versus frequency on the abscissa (Figures I1-1-31 through 11-1-37). In principal, the form of E(f)
can be quite variable. However, some generalizations are possible. First of all, during strong wind events,
the spectrum tends to have a strong central peak and a fairly predictable shape. For swell that has propagated
a long distance from the source of generation, waves tend to have a single sharp peak. Waves in shallow
water near breaking tend to have a sharp peak at the peak frequency f, and have a series of smaller peaks at
frequencies 2 f,, 3 f, etc., which are harmonics of the main wave. The presence of harmonics indicates that
the wave has the sharp crest and flat trough of highly nonsinusoidal waves often found near breaking. To
complicate matters, Thompson (1977) has shown that about two-thirds of U.S. coastal wave records have
more than one peak, indicating the presence of multiple wave trains. These wave trains most likely originated
from different areas and have different directions of propagation. Moreover, it is possible to have a single-
peak spectrum, which consists of two trains of waves of about the same frequency but different directions of
propagation. In order to sort these issues out, observations of the directional spectrum are required. Figures
11-1-31, 11-1-32, and 11-1-35 include examples of different frequency spectra providing some indication of
their range of variability.

(4) Wave spectrum and its parameters.
(@) Two parameters are frequently used in the probability distribution for waves. These are the spectral

width vand the spectral bandwidth ¢, and are used to determine the narrowness of a wave spectra. These
parameters range from 0 to 1, and may be approximated in terms of spectral moments by
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(11-1-150)

(b) Foranarrow-band spectrum, both vand e must be close to 0 (Figure 11-1-38). For example, for the

two most common empirical spectra, the Pierson-Moskowitz (PM) spectrum (Pierson and Moskowitz 1964)
and the JONSWAP spectrum (Hasselmann et al. 1973), which are discussed in the next section, v=0.425 and
0.389, respectively, with € = 1 for both. Natural ocean waves, therefore, have a broad-banded spectrum.

(c) The values of € obtained from a wave energy spectrum are generally not considered as the sole

indication of how broad the spectra are. This is due to the amplification of the noise present in the wave
energy spectral density at higher frequencies that enters into the calculation of the higher moments m, and
m, in the above equation for €. Goda (1974) proposed a spectral peakedness parameter called Q, defined

as
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2
2
0

0, = fEXp df (11-1-151)

0\68

m

which depends only on the first moment of the energy density spectrum, and is not directly related to €. In
general, a small € implies that Q, is large, and a large € means Q, is small.

(d) Approximate relations for most common wave parameters by the statistical analysis are

Hg =40 Jm; 5  Hyo =51 /m,
Tz = E ; TC = ﬁ
m, m, (11-1-152)
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(e) Indeepand intermediate water depths, the significant wave height obtained by the spectral analysis
using the above equation is usually greater than that from the wave train analysis. The zero-crossing period
from the spectral method is only an approximation, while the period associated with the largest wave energy
known as the peak period T, can only be obtained via the spectral analysis. In the spectral representation
of swell waves, there is a single value of the peak period and wave energy decays at frequencies to either side.
The spectra for storm waves is sometimes multi-peaked. One peak (not always the highest) corresponds to
the swell occurring at lower frequencies. One and sometimes more peaks are associated with storm waves
occurring at comparatively higher frequencies. Inadouble-peaked spectra for storm waves, the zero-crossing
period generally occurs at higher frequencies than the peak period. In a multi-peaked spectrum, the zero-
crossing period is not a measure of the frequency where peak energy occurs.

(5) Relationships among H,;, H,, and H,, in shallow water.

(a) By conception, significant height is the average height of the third-highest waves in a record of time
period. By tradition, wave height is defined as the distance from crest to trough. Significant wave height H,
can be estimated from a wave-by-wave analysis in which case it is denoted H,;, but more often is estimated
from the variance of the record or the integral of the variance in the spectrum in which case it is denoted H,,.
Therefore, H in Equation 11-1-152 should be replaced with H,,, when the latter definition of H, is implied.
While H,, is a direct measure of H,, H,,,, is only an estimate of the significant wave height which under many
circumstances is accurate. In general in deep water H,,; and H,, are very close in value and are both
considered good estimates of H,. All modern wave forecast models predict H,,,, and the standard output of
most wave gauge records is H,,. Few routine field gauging programs actually compute and report H,; and
report as H, with no indication of how it was derived. Where H,,; and H, are equivalent, this is of little
concern.

(b) Thompson and Vincent (1985) investigated how H,,; and H,, vary in very shallow water near
breaking. They found that the ratio H,,/H,,, varied systematically across the surf zone, approaching a
maximum near breaking. Thompson and Vincent displayed the results in terms of a nomogram (Figure 11-1-
40). For steep waves, H,,/H,, increased from 1 to about 1.1, then decreased to less than 1 after breaking.
For low steepness waves, the ratio increased from 1 before breaking to as much as 1.3-1.4 at breaking, then
decreased afterwards. Thompson and Vincent explained this systematic variation in the following way. As
low steepness waves shoal prior to breaking, the wave shape systematically changes from being near
sinusoidal to a wave shape that has a very flat trough with a very pronounced crest. Although the shape of
the wave is significantly different from the sine wave in shallow water, the variance of the surface elevation
is about the same, it is just arranged over the wave length differently from a sine wave. After breaking, the
wave is more like a bore, and as a result the H,,; can be smaller (by about 10 percent) than H,,.

(c) The critical importance of this research is in interpreting wave data near the surf zone. It is of
fundamental importance for the engineer to understand what estimate of significant height he is using and
what estimate is needed. As an example, if the data from a gauge is actually H,, and the waves are near
breaking, the proper estimate of H; is given by H,,;. Given the steepness and relative depth, H,,; may be
estimated from H,, by Figure 11-1-40. Numerically modelled waves near the surf zone are frequently
equivalent to H,.. In this case, H, will be closer to H,,, and the nomogram should be used to estimate H,.

(6) Parametric spectrum models.

(@) In general, the spectrum of the sea surface does not follow any specific mathematical form.
However, under certain wind conditions the spectrum does have a specific shape. A series of empirical
expressions have been found which can be fit to the spectrum of the sea surface elevation. These are called
parametric spectrum models, and are useful for routine engineering applications. A brief description of these
follows.
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(b) There are many forms of wave energy spectra used in practice, which are based on one or more
parameters such as wind speed, significant wave height, wave period, shape factors, etc. Phillips (1958)
developed an equation for the equilibrium range of the spectrum for a fully-developed sea in deep water,
which became the basis of most subsequent developments. Phillips’ equilibrium range is often written in
terms of the angular frequency w and is of the form

E) = ag’n™ (11-1-153)
where « s the Phillips’ constant (= .0081) and g the gravitational acceleration.

(c) Onecommonly used spectrum in wave hindcasting and forecasting projects is the single-parameter
spectrum of Pierson-Moskowitz PM (Pierson and Moskowitz 1964). An extension of the PM spectrum is the
JONSWAP spectrum (Hasselmann et al. 1973, 1976); this is a five-parameter spectrum, although three of
these parameters are usually held constant. The relationship between PM and JONSWAP spectra is shown
in Figure 11-1-38. Other commonly used two-parameter wave spectra forms, including those proposed by
Bretschneider (1959), ISSC (1964), Scott (1965), ITTC (1966), Liu (1971), Mitsuyasu (1972), Goda (1985a),
and Bouws et al. (1985) are essentially derivatives of the PM and JONSWAP spectra. A six-parameter wave
spectrum has been developed by Ochi and Hubble (1976). The utility of this spectrum is that it is capable
of describing multi-peaks in the energy spectrum in a sea state mixed with swell (Figure 11-1-39). Only the
parametric wave spectra forms most often used in coastal engineering will be briefly discussed here.

(d) The equilibrium form of the PM spectrum for fully-developed seas may be expressed in terms of
wave frequency f and wind speed U,, as

U, f*
g

_ 0.0081g>
@n)* f°

E (11-1-154)

exp[ -0.74

where U, is the wind speed at 19.5 m above mean sea level. The PM spectrum describes a fully-developed
sea with one parameter, the wind speed, and assumes that both the fetch and duration are infinite. This
idealization is justified when wind blows over a large area at a constant speed without substantial change in
its direction for tens of hours.

() The JONSWAP spectrum for fetch-limited seas was obtained from the Joint North Sea Wave
Project - JONSWAP (Hasselmann et al. 1973) and may be expressed as

2 4] exp
Ef) = —%8" _ exp|-1.25 f Y 2*
@en)* f* p
. (11-1-155)
51033 Y
£=35 8Ll a-00768E 5 1<y<7
3 2
U | Uio
o = 0.07 forfsfp and o = 0.09 for f>fp
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Figure 11-1-39. Definition sketch for Ochi-Hubble spectrum (Ochi and Hubble 1976)

(f) Inthis equation, & is the scaling parameter, ¥ the peak enhancement factor, f; the frequency at the
spectral peak, U,, the wind speed at the elevation 10 m above the sea surface, F the fetch length. Figure I1-1-
38 qualitatively illustrates the relationship between JONSWAP and PM spectra. The JONSWAP spectrum
can also be fitted mathematically to observed spectra by iteratively solving for d, vy, f,,, and 0.

(g) A six-parameter spectrum developed by Ochi and Hubble (1976) is the only wave spectrum which
exhibits two peaks (Figure 11-1-39), one associated with underlying swell (lower frequency components) and
the other with locally generated waves (higher frequency components). It is defined as

a1 )"
1 ¥ 2 %Y H? a1 @)
Ew) = = Y, Y exp|-—L | ¥ (11-1-156)
4 T(A) R 4 | o

where H,, @, and A, are the significant wave height, modal frequency, and shape factor for the lower-
frequency components while H,,, @,,, and A, correspond to the higher frequency components (Figure 11-1-
39). The value of 4, is usually much higher than 4,. For the most probable value of @y, it can be shown
that 4, = 2.72, while 4, is related to H, in feet as

0.027H,)

A, = 1.82 el (11-1-157)
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Figure 11-1-40. Variation of H/H,,, as a function of relative depth d and significant
steepness (Thompson and Vincent 1985)

(h) The parameters /Zj control the shape and the sharpness of the spectral peak of the Ochi-Hubble
spectral model if in either spectral component (i.e., sea or swell) the values of H and @y, are held constant.
Therefore, 4, and A, are called the spectral shape parameters. On the assumption of a narrow-bandedness
of the entire Ochi-Hubble spectrum, an equivalent significant wave height may be calculated by

H, = JH: + H., (11-1-158)

s
Note that for 4, = 1 and A, = 0, the PM spectra may be recovered from this equation.

(i) Inshallow water, the wave spectrum deviates from the standard spectra forms presented so far, and
at frequencies above the peak, the spectrum no longer decays as f°. Kitaigorodoskii et al. (1975) showed that
the equilibrium range is proportional to -3 power of the wave number, and thus, the form of the spectrum is
of f2 in the high-frequency range. This change is attributed to the effect of water depth on wave spectrum
and to the interaction between spectral components. Bouws et al. (1984) proposed a variation to the
JONSWAP energy spectrum for representing wave spectra in finite-depth water. The spectrum so obtained,
the product of JONSWAP and the Kitaigorodoskii depth function accounting for the influence of the water
depth, is called the TMA spectrum after the names of three sources of data used in its development (Texel,
Marsen, and Arsloe).
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(J) Kitaigorodoskii et al. (1975) obtained the form of depth dependence as

[k-@

ow

O(w,d) = —————a=fniteg (11-1-159)
[k_38_k

ow

d=c

(k) Thus, @is a weighing factor of the quantity in the bracket, which is determined from the ratio of
the quantity evaluated for finite and infinite water depth cases. Using the linear wave theory, the above
equation has been approximated by Kitaigorodoskii et. al. (1975) as

*2 for " < 1

2
®(0",d) ~ | (11-1-160)
1—5(2—@)*)2 for 0* > 1

()  The TMA spectrum was intended for wave hindcasting and forecasting in water of finite depth. This
spectrum is a modification of the JONSWAP spectrum simply by substituting Kitaigorodoskii’s expression
for effects of the finite depth equilibrium function. By using the linear wave theory, we find the following
complete form of the TMA spectrum:

Staua(@, D) = 8 yonsmap(®) P(w7,d)

. 1 K ! . d
D(w*,d) = T [ 1+ ol K} N NI (11-1-161)
Aw")]?

flw”) = tanh '[KHwd] ; K = 20" flo*)

(m) In effect, this substitution transforms the decay or slope of the spectral density function of the
JONSWAP spectrum in the high-frequency side from w” to w* type dependence during the shoaling process
approximated by linear wave theory. Bouws et. al (1984) present equations for o, 'y, and 0. As with the
JONSWAP, the equation may be iteratively fit to an observed spectrum and «, v, f, , and o may be
estimated.

(n) ThePM, JONSWAP, and TMA spectra can be estimated if something about the wind, depth and fetch
are known. Furthermore, these spectral equations can be used as target spectra whose parameters can be
varied to fit observed spectra which may have been measured. In the first situation, the value of the
parameterization is in making an educated guess at what the spectrum may have looked like. The value in
the second case is for ease of analytical representation. However, very often today engineering analyses are
made on the basis of numerical simulations of a specific event by use of a numerical model (see Part 11-2).
In this case, the model estimates the spectrum and a parametric form is not required.
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(7) Directional spectra.

(a) The wave spectra described so far have been one-dimensional frequency spectra. Wave direction
does not appear in these representations, and thus variation of wave energy with wave direction was not
considered. However, the sea surface is often composed of many waves coming from different directions.
In addition to wave frequency, the mathematical form of the sea state spectrum corresponding to this situation
should therefore include the wave direction . Each wave frequency may then consist of waves from
different directions &. The wave spectra so obtained are two-dimensional, and are denoted by E(f, 6). Figures
11-1-33 and 11-1-34 display directional spectra.

(b) Measurement of a directional spectrum typically involves measurement of either the same
hydrodynamic parameter (such as surface elevation or pressure) at a series of nearby locations (within one
to tens of meters) or different parameters (such as pressure and two components of horizontal velocity) at the
same point. These records are then cross-correlated through a cross-spectral analysis and a directional
spectrum is estimated. In general, the more parameters or more locations involved, the higher the quality of
the directional spectrum obtained. The procedures for converting measurements into estimates of the
directional spectrum are outside the scope of this chapter. Part VII-3 of the CEM and Dean and Dalrymple
(1991) provide some additional details on this subject.

(c) The major systems routinely employed at the present time for measuring directional spectra include
directional buoys, arrays of pressure or velocity gauges, and the p-U-V technique. With directional buoys,
pitch-roll-and-heave or heave-and-tilt methods are used. Most directional buoys are emplaced in deeper
water. Arrays of pressure gauges or velocity gauges arranged in a variety of shapes (linear, cross, star,
pentagon, triangle, rectangle, etc.) are also used, but these are usually restricted to shallower water. The p-U-
V technique uses a pressure gauge and a horizontal component current meter almost co-located to measure
the wave field. This can be used in shallow or in deeper water if there is something to attach it to near the
surface. Other techniques include arrays of surface-piercing wires, triaxial current meters, acoustic doppler
current meters, and radars.

(d) A mathematical description of the directional sea “state is feasible by assuming that the sea state can
be considered as a superposition of a large number of regular sinusoidal wave components with different
frequencies and directions. With this assumption, the representation of a spectrum in frequency and direction
becomes a direct extension of the frequency spectrum alone, allowing the use of FFT method. It is often
convenient to express the wave spectrum E(F,6) describing the angular distribution of wave energy at
respective frequencies by

E(f,0) = E(f) G(f,6) (1-1-162)
where the function G(f, 6) is a dimensionless quantity, and is known as the directional spreading function.

Other acronyms for G(f, ) are the spreading function, angular distribution function, and the directional
distribution.

(e) The one-dimensional spectra may be obtained by integrating the associated directional spectra over
Oas

E() = 7 E(£0) do (11-1-163)
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(f) It therefore follows from the above last two equations that G(f, &) must satisfy

f_“ G(£0) dd = 1 (11-1-164)

() The functional form of G(f, &) has no universal shape and several proposed formulas are available.
In the most convenient simplification of G(f, 6), it is customary to consider G to be independent of frequency
f such that we have

G®) = 2 cos?® for |0] < 90° (11-1-165)
1

(h) This cosine-squared distribution is due to St. Denis and Pierson (1953), and testing with field data
shows that it reproduces the directional distribution of wave energy. Longuet-Higgins (1962) found the
cosine-power form

G(0) = C(s) cos® L;é

e - JE TG+ 1) (11-1-166)

2
T P(s + l)
2
where @ is the principal (central) direction for the spectrum, s is a controlling parameter for the angular
distribution that determines the peakedness of the directional spreading, C(s) is a constant satisfying the

normalization condition, @is a counterclockwise measured angle from the principal wave direction, and /”
is the Gamma function.

(i) Mitsuyasu etal. (1975), Goda and Suzuki (1976), and Holthuijsen (1983) have shown that for wind
waves, the parameter s varies with wave frequency and is related to the stage of wave development (i.e., wind
speed and fetch) by

5
S (1] forfs<f,
.o .. (11-1-167)
s (1) ‘ for > f
max p

where s, and f, are defined as

21‘Epr) w25

s =115 (
g

(11-1-168)

2npr _ 188 ( g_F) -033
g

(1) Inthe above equations, U is the wind speed at the 10-m elevation above the sea surface and F is the
fetch length. These equations remain to be validated with field data for wind waves. The parameter s for
shallow-water waves may also vary spatially during wave transformation. This is due to refraction. A large
value greater that 50, may be necessary if dependence of s, on refraction is of concern. For deepwater
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applications where wind waves are jointly present with swells in deep water, Goda and Suzuki (1976)
proposed the following values for s, : 10 for wind waves, and 25 for swells present with wind waves of
relatively large steepness, and 75 for swells with wind waves of small steepness. Under simple wind wave
conditions, the spreading function may be approximated by the equations provided. They are typical of
deepwater wind seas for which the wind has been constant. If the wind has shifted in direction, if there is
significant swell, or if the waves are in shallow water, the directional distribution may be different than the
shape functions presented.

(8) Wave groups and groupiness factors.

(@) Measurements of waves usually show a tendency of grouping between waves that is; high waves;
often seem to be grouped together. Examination of the sea surface profile records indicates that wave heights
are not uniform and they occur in successive groups of higher or lower waves. The interest in wave groups
is stimulated by the fact that wave grouping and associated nonlinear effects play an important role in the
long-period oscillation of moored vessels (Demirbilek 1988, 1989; Faltinsen and Demirbilek 1989), surf
beats, irregular wave runup, resonant interaction between structures (Demirbilek and Halvorsen 1985;
Demirbilek, Moe, and Yttervoil 1987;), and other irregular fluctuations of the mean water level nearshore
(Goda 1985b; 1987). Unfortunately there is no way to predict grouping.

(b) Wave grouping is an important research topic and there are several ways to quantify wave grouping.
These include the smoothed instantaneous wave energy history analysis (Funke and Mansard 1980), the
concept of the run of wave heights (Goda 1976), and the Hilbert transform. A short exposition of the wave
grouping analysis is provided here.

(c) The length of wave grouping can be described by counting the number of waves exceeding a
specified value of the wave height which could be the significant, mean, or other wave height. The
succession of high wave heights is called a run or a run length with an associated wave number j,. The
definition sketch for two wave groups is shown in Figure 11-1-41 with the threshold wave height limit set at
H = H,.. The recurrence interval or repetition length above the threshold value of wave height is called the
total run denoted by j,.

(d) The group occurrence for N waves with k number of lags between waves in a sequence in a record

may be defined in terms of a correlation coefficient. The correlation coefficient R, so defined will describe
the correlation between wave heights as a function of the mean x and standard deviation gand is given by

R

H

Oi ﬁ H, - p)H,, - 1)
(11-1-169)

0'0=

(e) Thus, R, varies with the number of lags k between waves. If the succeeding waves are uncorrelated,
then R, — 0 as N — . Real wave data indicate that R,(1) = 0.20 to 0.40 while R, (k) = O for k > 1.
Furthermore, a positive value of R, suggests that large waves tend to be succeeded by large waves, and small
waves by other small waves.
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Figure 11-1-41. Identification and description of wave groups through
ordered statistics (Goda 1976)

(F)  Assuming that successive wave heights are uncorrelated, the probability of a run length j, is (Goda
1976)

PG = " (1-p) (11-1-170)
in which p is the occurrence probability for H > H,. The mean and standard deviation of j, are

1-g¢
q

1
W, == 5 qg=1-p ; o =
1 (11-1-171)

p = p(H>H)) = exp

1., . _ H,
~gMe ; n.= —
011

(g) The probability of a total run with the length j, can be derived by mathematical induction as

. o, = |2 - (1-1-172)

1 q
q & @ p°
where it has been assumed that successive wave heights are uncorrelated. Successive wave heights of the real
ocean waves are mutually correlated, and the degree of correlation depends on the sharpness of the spectral
peak. The effect of spectral bandwidth on wave height distribution has been considered by Kimura (1980),
Tayfun (1983a), and Longuet-Higgins (1984). Tayfun has shown that the parameter that best describes the
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spectral peakedness is the correlation coefficient of the wave envelope, relating wave height variation
between successive wave heights. This coefficient R, may be calculated as (Tayfun 1983)

EQ) - 1-2) KB _ =
R - 2 4
HH T
1 -
4
) (11-1-173)
AD = L a4+ B?
m
4 =

f°°E(/)cos2rcf1_"df ; B=f°°E(/)sin2nf1_"df
0 0

(h) By further assuming that Rayleigh distribution is suitable for the consecutive wave heights, the joint
probability density function p(H,, H,) for two successive wave heights H, and H, in the wave group may then
be established. See Tayfun (1983) for details.

(i) The correlation coefficient R, takes a value of about 0.2 for wind waves and 0.6 or greater for
swells (Goda 1976), a clear indication that wind waves rarely develop significant grouping of high waves.
Su (1984) has shown that the wave group containing the highest wave in a record is often longer than the
ordinary groups of high waves, and that the extreme wave usually consists of three high waves with the
highest greater than the significant wave height. Wave groups and their characteristics have been investigated
by analyzing the successive wave groups (Goda 1976 and Kimura 1980).

(j) Wave grouping and its consequences are of significant concern, but there is little guidance and few
practical formulae for use in practical engineering. The engineer needs to be aware of its existence and, for
designs that would be sensitive to grouping-related phenomena, attempt to evaluate its importance to the
problem of concern. This may involve performing numerical simulations or physical model simulations in
which a wide variety of wave conditions are tested and are designed to include those with high levels of
groupiness. The procedures for this lie beyond the scope of the CEM.

(9) Random wave simulation.

(@) Given a one-dimensional parametric spectrum model or an actual wave energy density spectrum,
it is sometimes necessary to use these quantities to calculate the height, period, and phase angle of a wave
at a particular frequency. Such an approach for simulating random waves from a known wave spectra is
sometimes termed the deterministic spectral amplitude method, since individual wave components in this
superposition method are deterministic (Borgman 1967). The method is also called the random phase method
because the phases of individual components are randomly chosen (Borgman 1969). Random waves
simulated by this approach may not satisfy the condition of a Gaussian sea unless N - o in the limit. In
practice, for 200 < N < 1200 components, the spectrum can be duplicated accurately.

(b) The wave profile generated by simulation methods is used in a number of engineering applications
in spite of requiring a large number of components and considerable computer time. For example, random
wave simulation is frequently used during modeling studies in a wave tank for duplicating a required target
wave energy density spectrum. Random wave profiles are also extensively used in numerical models for
calculating structural loads and responses due to a random sea. The simulation method permits direct
prediction of the wave particle kinematics at any location in a specified water depth for given wave height-
period pair and random phase angle. The ARMA algorithms (Spanos 1983) and digital simulation methods
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(Hudspeth and Chen 1979) are two alternatives for simulating random waves from a given one-dimensional
spectrum.

(c) There are two ways for simulating wave surface profiles from known wave spectra; deterministic
and non-deterministic spectral amplitude methods. Inthe deterministic spectral simulation method, the wave
height, period, and phase angle associated with a frequency f, whose corresponding energy density is E(f;)
may be obtained from

H(f)) = Hl,, = 2 2E() Af

() = Tl = + (11-1-174)

€(f) = €l = 2mry

where the phase angle € is arbitrary since ry is a random number between zero and one. The time series of

the wave profile at a point x and time t may be computed by (Tucker et al. 1984)
N

n(xf) = H(n) cos [k(m)x - 2nf(n)t + (n)] (11-1-175)

n=1

where k(n) = 2 7/L(n), and L(n) is the wavelength corresponding to the n™ frequency f(n); N the total number
of frequency bands of width Af. It is not required to divide the spectrum curve equally, except that doing so
greatly facilitates computations. The value of wave height is sensitive to the choice of Af, but as long as Af
is small, this method produces a satisfactory random wave profile. The use of the equal increments, Af,
requires N to be greater than 50 to assure randomness and duplicating the spectrum accurately.

(d) Inthe non-deterministic spectral amplitude method, the wave surface profile is represented in terms
of two independent Fourier coefficients. These Gaussian distributed random variables a, and b, with zero
mean and variance of E(f) Af are then obtained from

nx.f) = f: a, cos [k(m)x - 2mf(n)t]
n=1 (11-1-176)

+ ZN: b, sin [k(m)x - 2mf(n)t]

n=1

(e) Inessence, anamplitude and a phase for individual components are replaced by two amplitudes, the
coefficients of cosine and sine terms in the wave profile. This random coefficient scheme may yield a
realistic representation of a Gaussian sea, provided that N is large for a true random sea. This method differs
from the deterministic spectral amplitude approach by ensuring that sea state is Gaussian. Elgar et al. (1985)
have considered simultaneous simulation of both narrow and broad-banded spectra using more than 1000
Fourier components, and concluded that both simulation methods yield similar statistics. These approaches
may be extended to the two-dimensional case. This is beyond the scope of the CEM.

(10) Kinematics and dynamics of irregular waves. Inthe above sections of the CEM we have considered
definition of irregular wave parameters and development of methods to measure them and use them
analytically. Velocities, pressures, accelerations, and forces under irregular waves are estimated analytically
in three ways. In the first, an individual wave is measured by either a wave-by-wave analysis or constructed
synthetically (such as choosing, H, T,, and a direction) and monochromatic theory is used to estimate the
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desired quantities at a given wave phase (Faltinsen and Demirbilek 1989). In the second, pressure, velocity,
and acceleration spectra are estimated by applying linear theory to translate the surface elevation spectra to
the desired parameter (Dean and Dalrymple 1991). Finally, the random wave simulation technique may be
used to synthetically generate a surface time history and corresponding kinematic and dynamic properties
(Borgman 1990). Of the three methods, the last may provide the most realistic results, but it is also the most
complex approach. These methods lie beyond the CEM and generally require the assistance of a
knowledgeable oceanographic engineer.
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[I-1-5. Definitions of Symbols
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Dimensionless scaling parameter used in the JONSWAP spectrum for fetch-limited
seas

Phillips’ constant (= 0.0081) (Equation 11-1-153)

Fluid particle accelerations [length/time?]

Peak enhancement factor used in the JONSWAP spectrum for fetch-limited seas
Gamma function

Difference in pressure at a point due to the presence of the solitary wave
[force/length?]

Sampling interval (Equation 11-1-144) [time]
Dimensionless pertubation expansion parameter

Spectral bandwidth used in the probability distribution for waves (Equation 11-1-
150)

Wave steepness ( = H/L)

Vertical displacement of the water particle from its mean position (Equation 11-1-
27) [length]

Displacement of the water surface relative to the SWL [length]

Sea state depicted in time series of the wave profile [length]

Time series of the wave profile at a point x and time t (Equation 11-1-175) [length]
Mean or expected value of the sea state (Equation 11-1-119) [length]

Envelope wave form of two or more superimposed wave trains (Equation 11-1-48)
[length]

Root-mean-square surface elevation [length]

Angle between the plane across which energy is being transmitted and the direction
of wave advance [deg]

Principal (central) direction for the spectrum measured counterclockwise from the
principal wave direction [deg]

Spectral shape parameters controlling the shape and the sharpness of the spectral
peak of the Ochi-Hubble spectral model

Mean or expected value of the sea state (Equation 11-1-119) [length]
Dimensionless Spectral width parameter

Horizontal displacement of the water particle from its mean position (Equation 11-1-
26) [length]
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Mass density of water (salt water = 1,025 kg/m?® or 2.0 slugs/ft®; fresh water =
1,000kg/m? or 1.94 slugs/ft) [force-time?/length?]

Autocorrelation coefficient (Equation 11-1-122)

Standard deviation or square root of the variance

Velocity potential [length?/time]

Weighing factor (Equation 11-1-159)

Stream function

Wave angular or radian frequency (= 27/T) [time™]

Wave amplitude [length]

Major- (horizontal) and minor- (vertical) ellipse semi-axis of wave particle motion
(Equations 11-1-34 and 11-1-35) [length]. The lengths of A and B are measures of
the horizontal and vertical displacements of the water particles (Figure 11-1-4).

Dimensionless Fourier coefficients (Equation 11-1-103)

Phase velocity or wave celerity ( = L/T = w/k) [length/time]

Dimensionless constant satisfying the normalization condition

Wave group velocity [length/time]

Jacobian elliptic cosine function

Water depth [length]

Total wave energy in one wavelength per unit crest width [length-force/length?]

Phillips’ equilibrium range of the spectrum for a fully-developed sea in deep water
(Equation 11-1-153)

One-dimensional spectrum or frequency energy spectrum or wave energy spectral
density (Equation 11-1-144)

Total average wave energy per unit surface area or specific energy or energy
density (Equation 11-1-58) [length-force/length?]

Kinetic energy per unit length of wave crest for a linear wave (Equation 11-1-53)
[length-force/length?]

Potential energy per unit length of wave crest for a linear wave (Equation 11-1-55)
[length-force/length?]

Mean or expected value of the sea state (Equation 11-1-119) [length]
Fetch length [length]

Frequency of the spectral peak used in the JONSWAP spectrum for fetch-limited
seas [time™]
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g Gravitational acceleration [length/time?]

G(f,0 Dimensionless directional spreading function

H Wave height [length]

H Mean wave height [length]

Hy; Significant wave height [length]

Hy, The average height of the largest 1/n of all waves in a record [length]

H, Design wave height [length]

H, Ordered individual wave heights in a record (Equation 11-1-115) [length]

H o Maximum wave height [length]

H s Root-mean-square of all measured wave heights [length]

H, Significant wave height [length]

k Modulus of the elliptic integrals

k Number of lags between waves in a sequence in a record (Equation 11-1-169)

k Wave number (= 2 7/L = 2 71/CT) [length™]

K(k) Complete elliptic integral of the first kind

K, Pressure response factor (Equation 11-1-43) [dimensionless]

L Wave length [length]

M Dimensionless parameter which is a function of H/d used in calculating water
particle velocities for a solitary wave (Equations 11-1-92 & 11-1-93) (Figure I1-1-
17).

Mo124 Moments of the wave spectrum

N Dimensionless correction factor in determination of 7 from subsurface pressure
(Equation 11-1-46)

N Dimensionless parameter which is a function of H/d used in calculating water
particle velocities for a solitary wave (Equations 11-1-92 & 11-1-93) (Figure I1-1-
17).

N Number of waves in a record

N, Number of crests in the wave record

N, Number of zero-upcrossings in the wave record

0 The subscript 0 denotes deepwater conditions

Pressure at any distance below the fluid surface [force/length?]

P Probability
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Probability density

Probability distribution function - fraction of events that a particular event is not
exceeded (Equation 11-1-124)

Wave power or average energy flux per unit wave crest width transmitted across a
vertical plane perpendicular to the direction of wave advance (Equation 11-1-59)
[length-force/time-length]

Atmospheric pressure [force/length?]

Total or absolute subsurface pressure -- includes dynamic, static, and atmospheric
pressures (Equation 11-1-39) [force/length?]

Probability of exceedence (Equation 11-1-128)
Spectral peakedness parameter proposed by Goda (1974) (Equation 11-1-151)
Bernoulli constant (Equation 11-1-102)

Cross-correlation coefficient - measures the degree of correlation between two
signals (Equation 11-1-123)

Autocorrelation or autocovariance function of the sea state (Equation 11-1-121)

Correlation coefficient describing the correlation between wave heights as a
function of p and standard deviation o (Equation 11-1-169)

Correlation coefficient of the wave envelope, relating wave height variation
between successive wave heights (Equation 11-1-173)

Dimensionless controlling parameter for the angular distribution that determines the
peakedness of the directional spreading

Wave period [time]

Mean wave period [time]

Mean crest period [time]

Mean zero-upcrossing wave period [time]

Average wave period between two neighboring wave crests (Equation 11-1-116)
[time]

Wave period associated with the largest wave energy [time]
Sampling record length [time]

Total wave record length [time]

Zero-crossing wave period (Equation 11-1-116) [time]

Most probable maximum wave period (Equation 11-1-141) [time]

Fluid velocity (water particle velocity) in the x-direction [length/time]
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U Current speed [length/time]

U Wind speed at the 10-m elevation above the sea surface [length/time]

U(2) Mass transport velocity (Equation 11-1-69) [length/time]

Urnax Maximum fluid velocity in the horizontal direction [length/time]

Up Universal parameter for classification of wave theories

Ug Dimensionless Ursell number (Equation 11-1-67)

U, Wind speed at 19.5 m above mean sea level (Equation I1-1-155) [length/time]

\Y Volume of water within the wave above the still-water level per unit crest (Equation
11-1-90) [length*/length of crest]

w Fluid velocity (water particle velocity) in the z-direction [length/time]

Ye Vertical distance from seabed to the wave crest (Equation 11-1-79) [length]

A Vertical distance from seabed to the water surface (Equation 11-1-77) [length]

A Vertical distance from seabed to the wave trough [length]

z Water depth below the SWL (Figure 11-1-1) [length]
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CHAPTER 2

Meteorology and Wave Climate

2-1. Meteorology.

a. Introduction. This chapter is intended to provide a simplified foundation for the
estimation of meteorological and oceanographic factors affecting design of structures in coastal
areas. It is not a replacement for more rigorous computer modeling, but attempts to show how
these estimates can be obtained from a combination of simple formulae and nomograms (as given
in this chapter), simple parametric-type models (such as ACES), and complete sets of detailed
model runs.

(1) Background.

(a) A basic understanding of marine and coastal meteorology is an important component in
coastal and offshore design and planning. Perhaps the most important meteorological
consideration relates to the dominant role of winds in wave generation. However, many other
meteorological processes (e.g., direct wind forces on structures, precipitation, wind-driven coastal
currents and surges, the role of winds in dune formation, and atmospheric circulations of pollution
and salt) are also important environmental factors to consider in man’s interactions with nature in
this sometimes fragile, sometimes harsh environment.

(b) The primary driving mechanisms for atmospheric motions are related either directly or
indirectly to solar heating and the rotation of the earth. Vertical motions are typically driven by
instabilities created by direct surface heating (e.g., air mass thunderstorms and land-sea breeze
circulations), by advection of air into a region of different ambient air density, by topographic
effects, or by compensatory motions related to mass conservation. Horizontal motions tend to be
driven by gradients in near-surface air densities created by differential heating (for example
north-south variations in incoming solar radiation, called insolation, and differences in the thermal
response of ocean and continental areas), and by compensatory motions related to conservation of
mass. The general structure and circulation of the earth’s atmosphere is described in many
excellent textbooks (Hess 1959).

(c) The rotation of the earth influences all motions in the earth’s coordinate system. The net
effect of the earth’s rotation is to deflect all motion to the right in the Northern Hemisphere and to the
left in the Southern Hemisphere. The strength of this deflection (termed Coriolis acceleration) is
proportional to the sine of the latitude. Hence Coriolis effects are strongest in polar regions and
vanish at the equator. Coriolis effects become significant when the trajectory of an individual
fluid/gas particle moves over a distance of the same order as the Rossby radius of deformation,
defined as:
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0= ( )
where
R, = Rossby radius of deformation
/= Coriolis parameter defined as 1.458 x 10™ sin ¢, where ¢ is latitude (note f'here is in sec™)

¢ = characteristic velocity of the particle

For a velocity of 10 m/sec at a latitude of 45 deg, R, is about 100 km. This suggests that scales of
motion with this velocity and with particle excursions of about 10 km and greater will begin to be
affected significantly by Coriolis force at this latitude.

(2) Organized scales of motion in the atmosphere.

(a) Table II-2-1 presents ranges of values for the various scales of organized atmospheric
motions. This table should be regarded only as approximate spatial and temporal magnitudes of
typical motions characteristic of these scales, and not as any specific limits of these scales. As
can be seen in this table, the smallest scale of motion involves the transfer of momentum via
molecular-scale interactions. This scale of motion is extremely ineffective for momentum
transport within the earth’s atmosphere and can usually be neglected at all but the slowest wind
speeds and/or extremely small portions of some boundary layers. The next larger scale is that of
turbulent momentum transfer. Turbulence is the primary transfer mechanism for momentum
passing from the atmosphere into the sea; consequently, it is of extreme importance to most
scientists and engineers. The next larger scale is that of organized convective motions. These
motions are responsible for individual thunderstorm cells, usually associated with unstable air
masses.

Table II-2-1. Ranges of Values for the Various Scales of Organized Atmospheric Motions

Transfer Mechanism Typical Length Scale, meters Typical Time Scale, sec
Molecular 107-107 107!
Turbulent 10°-10° 10'
Convective 10°-10* 10°
Meso-scale 10*-10° 10*
Synoptic-scale 10° - 10° 10°
Large > 10° 10°

(b) The next larger scale is termed the meso-scale. Meso-scale motions such as land-sea
breeze circulations, coastal fronts, and katabatic winds (winds caused by cold air flowing down
slopes due to gravitational acceleration) are important components of winds in near-coastal areas.
Important organized meso-scale motions also exist in frontal regions of extratropical storms,
within the spiral bands of tropical storms, and within tropical cloud clusters. An important
distinction between meso-scale motions and smaller-scale motions is the relative importance of
Coriolis accelerations. In meso-scale motions, the lengths of trajectories are sufficient to allow
Coriolis effects to become important, whereas the trajectory lengths at smaller scales are too small
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to allow for significant Coriolis effects. Consequently, the first signs of trajectory curvature are
found in meso-scale motions. For example, the land-breeze/sea-breeze system in most coastal
areas of the United States does not simply blow from sea to land during the day and from land to
sea at night. Instead, the wind direction tends to rotate clockwise throughout the day, with the
largest rotation rates occurring during the transition periods when one system gives way to the
next.

(c) The next larger scale of atmospheric motion is termed the synoptic scale. To many
engineers and scientists, the synoptic scale is synonymous with the term storm scale, since the
major storms in ocean areas occupy this niche in the hierarchy of scales. Storms that originate
outside of tropical areas (extratropical storms) take their energy from horizontal instabilities
created by spatial gradients in air density. Storms originating in tropical regions gain their energy
from vertical fluxes of sensible and latent heat. Both extratropical (or frontal) storms and tropical
storms form closed or semi-closed trajectory motions around their circulation centers, due to the
importance of Coriolis effects at this scale.

(d) The next larger scale of atmospheric motions is termed large scale. This scale of
motion is more strongly influenced by thermodynamic factors than by dynamic factors.
Persistent surface temperature differentials over large regions of the globe produce motions that
can persist for very long time periods. Examples of such phenomena are found in subtropical
high pressure systems, which are found in all oceanic areas and in seasonal monsoonal circulations
developed in certain regions of the world.

(e) Scales of motion larger than large scale can be termed interannual scale, and beyond

that, climatic scale. El Nind Southern Oscillation (ENSO) episodes, variations in year-to-year
weather, changes in storm patterns and/or storm intensity, and long-term (secular) climatic
variations are all examples of these longer-term scales of motion. The effects of these phenomena
on engineering and planning considerations are very poorly understood at present. This is
compounded by the fact that there does not even exist any real consensus among atmospheric
scientists as to what mechanism or mechanisms control these variations. This may not diminish
the importance of climatic variability, but certainly detracts from the ability to treat it objectively.
As better information is collected over longer time intervals, these scales of motion will be better
understood.

(3) Temporal variability of wind speeds.

(a) Winds at any point on the earth represent a superposition of various atmospheric scales
of motion, all interacting to produce local weather phenomena. Each scale plays a specific role
in the transfer of momentum in the atmosphere. Due to the combination of different scales of
motion, winds are rarely, if ever, constant for any prolonged interval of time. Because of this, it is
important to recognize the averaging interval (explicit or implicit) of any data used in applications.
For example, some winds represent “fastest mile” estimates, some winds represent averages over
small, fixed time intervals (typically from 1- to 30-min), and some estimates (such as those derived
from synoptic pressure fields) can even represent average winds over intervals of several hours.
Design and planning considerations require different averages for different purposes. Individual
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gusts may contribute to the failure mode of some small structures or of certain structural elements
on larger structures. For other structures, 1-min (or even longer) average wind speeds may be
more related to critical structural forces.

(b) When dealing with wave generation in water bodies of differing sizes, different
averaging intervals may also be appropriate. In small lakes and reservoirs or in riverine areas, a
1- to 5-min wind speed may be all that is required to attain a fetch-limited condition. In this case,
the fastest 1- to 5-min wind speed will produce the largest waves, and thus be the appropriate
choice for design and planning considerations. In large lakes and oceanic regions, the wave
generation process tends to respond to average winds over a 15- to 30-min interval.
Consequently, it is important in all applications to be aware of and use the proper averaging
interval for all wind information.

(c) Figure II-2-1 shows the estimated ratio of winds of various durations to 1-hr average
wind speeds. The proper application of Figure II-2-1 would be in converting extremal estimates
of wind speeds from one averaging interval to another. For example, this graph shows that a
100-sec extreme wind speed is expected to be 1.2 times as high as a 1-hr extreme wind speed.
This means that the highest average wind speed in 36 samples of 100-sec duration is expected to
be 1.2 times higher than the average for all 36 samples added together.
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Figure II-2-1. Ratio of wind speed of any duration U, to the 1-hr wind speed Useo.

(d) Occasionally, wind measurements are reported as fastest-mile wind speeds. The
averaging time is the time required for the wind to travel a distance of 1 mile. The averaging time,
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which varies with wind speed, can be estimated from Figure 1I-2-2. Note that two axis are
provided, for metric and English units.

(e) Figure I1-2-3 shows the estimated time to achieve fetch-limited conditions as a function
of wind speed and fetch length, based on the calculations of Resio and Vincent (1982). The
proper averaging time for design and planning considerations varies dramatically as a function of
these parameters. At first, it might not seem intuitive that the duration required to achieve
fetch-limited conditions should be a function of wind speed; however, this comes about naturally
due to the nonlinear coupling among waves in a wind-generated wave spectrum. The importance
of nonlinear coupling is discussed further in the wave prediction section of this chapter. The
examples are intended to illustrate the correct usage of figures and tables. Numerical values
given in the solution of the examples were read from figures as approximate values or rounded off
from the equations. Users need to use their own estimates and professional judgement when
applying figures or equations to their particular engineering conditions or projects.

140 ¢ \ 63
130 ¢ 585
120 54
110 | t=3600/ U, (miles/hour) 495
100 | \ t=1609/U; (metersisec) 45
= )
O = -
E 90 ¢ 405 £
> 80 ¢ = I
70 ~\ 315
60 E 57
50 F ~ 25
; \
40 & U 18
20 30 40 50 60 70 80 90
Duration Time, t (s)

Figure II-2-2. Duration of the fastest-mile wind speed Uras a function of wind speed (for
open terrain conditions).
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EXAMPLE PROBLEM I1-2-1

FIND:
1-hr average winds for wave prediction

GIVEN:

10-, 50-, and 100-year values of observed winds at a buoy located in the center of a large lake
(U0 = 20.3 m/sec, Usg = 24.8 m/sec, Uigo = 28.2 m/sec). ltis also known that the averaging
interval for the buoy winds is 5-min.

SOLUTION:

Using Figure II-2-1, the ratio of the fastest 5-min wind speed to the average 1-hr wind speed
is approximately 1.09. Using this as a constant conversion factor, the 10-, 50-, and
100-year, 1-hr wind speeds are estimated as U ’1,=18.6 m/sec, U ’5,=22.8 m/sec, and

U ’100=25.9 m/sec.

b. General structure of winds in the atmosphere.

(1) The earth’s atmosphere extends to heights in excess of 100 km. Considerable layering
in the vertical structure of the atmosphere occurs away from the earth’s surface. The layering is
primarily due to the absorption of specific bands of radiation in vertically localized regions.
Absorbed radiation creates substantial warming in these regions which, in turn, produces inversion
layers that inhibit local mixing. Processes essential to coastal engineering occur in the
troposphere, which extends from the earth’s surface up to an average altitude of 11 km. Most of
the meteorological information used in estimating surface winds in marine areas falls within the
troposphere. The lower portion of the troposphere is called the atmospheric or planetary
boundary layer, within which winds are influenced by the presence of the earth’s surface. The
boundary layer typically reaches up to an altitude of two (2) km or less.

(2) Figure I1-2-4 shows an idealized relationship for an extended wind profile in a spatially
homogeneous marine area (i.e., away from any land). The lowest portion is sometimes termed
the constant stress layer, since there is essentially a constant flux of momentum through this layer.
In this bottom layer, the time scale of momentum transfer is so short that there is little or no
Coriolis effect; hence, the wind direction remains approximately constant. Above this layer is a
region that is sometimes termed the Ekman layer. In this region, the influence of Coriolis effects
becomes more pronounced and wind direction can vary significantly with height. This results in
wind directions at the top of the boundary layer which typically deviate about 10 to 15 deg to the
right of near-surface wind directions over water and about 25 to 35 deg to the right of near-surface
winds over land. Above the Ekman layer, the so-called geostrophic level is (asymptotically)
approached. Winds in this level are assumed to be outside of the influence of the planetary
surface; consequently, variations in winds above the Ekman layer are produced by different
mechanisms than those that exist in the atmospheric boundary layer.
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Figure 11-2-3. Equivalent duration for wave generation as a function of
fetch and wind speed.

EXAMPLE PROBLEM II-2-2

FIND:
The appropriate 100-year wind speed for a basin with a fetch length of 10 km.

GIVEN:
A 100-year wind speed of 19.9 m/sec, derived from 3-hr synoptic charts.

SOLUTION:

Figure lI-2-3 requires knowledge of both wind speed and fetch distance; however,
reasonable accuracy is gained by simply using the original wind speed and the appropriate
fetch. In this case from Figure 1l-2-3, the appropriate wind-averaging interval is
approximately 90 min. Using information from Figure [I-2-1, the ratio of the highest 90-min
wind speed to the highest 3-hr wind speed is given by the relationship

Usaoo/ Usosoo = [-0.15 logqo (5400) + 1.5334] / [-0.15 logso (10800) + 1.5334] = 0.9735/0.9284
1.048

Thus, the appropriate wind speed should be 1.048 times 19.9 m/sec, or 20.8 m/sec.
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Figure 11-2-4. Wind profile in atmospheric boundary layer.

(3) Estimates of near-surface winds for wave prediction have historically been based
primarily on two methods: direct interpolation/extrapolation/transformation of local near-surface
measurements and transformation of surface winds from estimates of winds at the geostrophic
level. The former method has mainly been applied to winds in coastal areas or to winds over large
lakes. The latter method has been the main tool for estimating winds over large oceanic areas. A
third method, termed “kinematic analysis”, has received little attention in the engineering
literature. All three of these methods will be discussed following a brief treatment of the general

characteristics of winds within the atmospheric boundary layer.

¢. Winds in coastal and marine areas.

(1) Background.

(a) Winds in marine and coastal areas are influenced by a wide range of factors operating at

different space and time scales. Two potentially important local effects in the coastal zone,
caused by the presence of land, are orographic effects and the sea breeze effect. Orographic
effects are the deflection, channeling, or blocking of air flow by land forms such as mountains,
cliffs, and high islands. A rule of thumb for blocking of low-level air flow perpendicular to a land

barrier is given by the following:
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U 0.1=-blocked
Ul < =bloc e. (11-2-2)
h,, |>0.1=-noblocking

where

U =wind speed
hn = height of the land barrier (in units consistent with U)

(b) An elevation of only 100 m will cause blocking of wind speeds less than about 10 m/sec,
which includes most onshore winds (Overland 1992). The horizontal scale of these effects is on the
order of 50-150 km. Another orographic effect called katabatic wind is caused by gravitational
flow of cold air off higher ground such as a mountain pass. Since katabatic winds require cold air,
they are more frequent and strongest in high latitudes. These winds can have a significant impact
on local coastal areas and are very site-specific (horizontal scale on the order of 25 km).

(c) Another local process, the sea breeze effect, is air flow caused by the differences in
surface temperature and heat flux between land and water. Land temperatures change on a daily
cycle while water temperatures remain relatively constant. This results in a sea breeze with a
diurnal cycle. The on/offshore extent of the sea breeze is about 10-20 km with wind speeds less
than 10 m/sec.

(d) Although understanding of atmospheric flows in complicated areas is still somewhat
limited, considerable progress has been made in understanding and quantifying flow characteristics
in simple, idealized situations. In particular, synoptic-scale winds in open-water areas (more than
20 km or so from land) are known to follow relatively straightforward relationships within the
atmospheric boundary layer. The flow can be considered as a horizontally homogeneous,
near-equilibrium boundary layer regime. As described in Tennekes (1973), Wyngaard (1973,
1988), and Holt and Raman (1988), present-day boundary layer parameterizations appear to provide
a relatively accurate depiction of flows within the homogeneous, near-equilibrium atmospheric
boundary layers. Since these boundary-layer parameterizations have a substantial basis in physics,
it is recommended that they should be used in preference of older, less-verified methods.

d. Characteristics of the atmospheric boundary layer.

(1) Since the 1960's, evidence from field and laboratory studies (Clarke 1970; Businger et
al. 1971; Willis and Deardorff 1974; and Smith 1988) and from theoretical arguments (Deardorff
1968; Tennekes 1973; and Wyngaard 1973, 1988) has supported the existence of a self-similar
flow regime within a homogeneous, near-equilibrium boundary layer in the atmosphere. In the
absence of buoyancy effects (due to vertical gradients in potential temperature) and if no
significant horizontal variations in density (baroclinic effects) exist, the atmospheric boundary
layer can be considered as a neutral, barotropic flow. In this case, all flow characteristics can be
shown to depend only on the speed of the flow at the upper edge of the boundary layer, roughness
of the surface at the bottom of the boundary layer, and local latitude (because of the influence of
the earth’s rotation on the boundary-layer flow). Significantly for engineers and scientists, this

I1-2-9



EM 1110-2-1100 (Part II)
Change 4
30 Sep 15

theory predicts that wind speed at a fixed elevation above the surface cannot have a constant ratio
of proportionality to wind speed at the top of the boundary layer.

(2) Deardorff (1968), Businger et al. (1971), and Wyngaard (1988) established clearly that
flow characteristics within the atmospheric boundary layer are very much influenced by thermal
stratification and horizontal density gradients (baroclinic effects). Thus, various relationships can
exist between flows at the top of the boundary layer and near-surface flows. This additional level
of complication is not negligible in many applications; therefore, stability effects should be
included in wind estimates in important applications.

e. Characteristics of near-surface winds.

(1) Winds very close to a marine surface (within the constant-stress layer) generally follow
some form of the “law-of-the-wall” for near-boundary flows. At wind speeds above about 5.0
m/sec (at a 10-m reference level), turbulent transfers, rather than molecular processes, dominate
air-sea interaction processes. Given a neutrally stable atmosphere, the wind speed close to the
surface follows a logarithmic profile of the form:

U,=—In [i] (11-2-3)

where

U. = wind speed at height z above the surface
Ux = friction velocity

k =von Karman’s constant (approximately equal to 0.4)
z, = roughness height of the surface

(2) In this case, the rate of momentum transfer into a water column (of unit surface area)
from the atmosphere can be written in the parametric form:

t=pU?

I1-2-4
:paCD:Uzz ( )

where

7 = wind stress
pq = density of air
pw = density of water
C,, = coefficient of drag for winds measured at level z.
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(3) The international standard reference height for winds is now taken to be 10 m above the
surface. If winds are taken from this level, the z is usually dropped from the subscript notation
and the momentum transfer is represented as:

t=p,C,U> (I1-2-5)
where
Cp specifically refers now to a 10-m reference level.

(4) Extensive evidence shows that the coefficient of drag over water depends on wind
speed (Garratt 1977; Large and Pond 1981; and Smith 1988).

(5) When surfaces (land or water) are significantly warmer or cooler than the overlying air,
thermal stability effects tend to modify the logarithmic profile in Equation I1-2-3. If the
underlying surface is colder than the air, the atmosphere becomes stably stratified and turbulent
transfers are suppressed. If the surface is warmer than the air, the atmosphere becomes unstably
stratified and turbulent transfers are enhanced. In this more general case, the form of the
near-surface wind profile can be approximated as:

o 2)-of)

¢ = universal similarity function characterizing the effects of thermal stratification
L = parameter with dimensions of length that represent the relative strength of thermal
stratification effects (Obukov stability length).

U, _U
k

(11-2-6)

where

(6) L is positive for stable stratification, negative for unstable stratification, and infinite for
neutral stratification. Algebraic forms for ¢ and additional details on the specification of
near-surface flow characteristics can be found in Resio and Vincent (1977), Hsu (1988), and the
ACES Technical Reference (Leenknecht et al. 1992; Section 1-1).

(7) Transfer of momentum into water from the atmosphere can be influenced markedly by
stability effects. For example, at the 10-m reference level, Equations I1-2-4 through I1-2-6 give:
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(11-2-7)
B k
Z z
Inl = 1—6l =
o2}

(8) The system of equations representing the boundary layer is readily solved via a number
of numerical techniques. However, a relationship between z, and U= must also be specified.

(9) Since ¢ is negative for stable conditions and positive for unstable conditions,
stratification clearly reduces the coefficient of drag for stable conditions and increases the
coefficient of drag for unstable conditions (Figure 1I-2-5). Consequently, for the same wind
speed at a reference level, the momentum transfer rate is lower in a stable atmosphere than in an
unstable atmosphere. It should be noted that the range of values for the coefficient of drag in this
figure exceed the values for which the coefficient of drag might be limited by physical constraints
of the type found in Powell et al. (2003). In that study, for cases with the wind and wave
directions moving in roughly the same directions, the limiting values for the coefficient of drag
were found to lie in the range 0.0021 to 0.0025.

(10) Studies by Hsu (1974), Geernaert et al. (1986), Huang et al. (1986), Janssen (1989,
1991), and Geernaert (1990) suggest that the coefficient of drag depends not only on wind speed
but also on the stage of wave development. The physical mechanism responsible for this appears
to be related to the phase speed of the waves in the vicinity of the spectral peak relative to the wind
speed. At present, there does not appear to be sufficient information to establish this behavior
definitively. Future studies may shed more light on these effects and their importance to marine
and coastal winds.

f. Estimating marine and coastal winds.

(1) Wind estimates based on near-surface observations. Three methods are commonly
used to estimate surface marine wind fields. The first of these, estimation of winds from nearby
measurements, has the appeal of simplicity and has been shown to work well for water bodies up
through the size of the Great Lakes. To use this method, it is often necessary to transfer the
measurements to different locations (e.g., from overland to overwater) and different elevations.
Such complications necessitate consideration of the factors given below.
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Figure 11-2-5. Coefficient of drag versus wind speed.

(a) Elevation correction of wind speed. Often winds taken from observations of
opportunity (ships, oil rigs, offshore structures, buoys, aircraft, etc.) do not coincide with the
standard 10-m reference level. They must be converted to the 10-m reference level for predicting
waves, currents, surges, and other wind-generated phenomena. Failure to do so can produce
extremely large errors. For the case of winds taken in near-neutral conditions at a level near the
10-m level (within the elevation range of about 8-12 m), the “1/7" rule can be applied. This
simple approximation, where z is measured in meters, is given as:

U,, =U (11-2-8)

z

1
10

z

(b) Elevation and stability corrections of wind speed. Figure II-2-6 provides a more
comprehensive method to accomplish the above transformation, including both elevation and
stability effects. The “1/7" rule is given as a special case. In Figure I1-2-6, the ratio of the wind
speed at any height to the wind speed at the 10-m height is given as a function of measurement
height for selected values of air-sea temperature difference and wind speed. Air-sea temperature
difference is defined as:
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AT =T, T, (11-2-9)
where

AT = air-sea temperature difference, in deg C
T, = air temperature, in deg C
T = water temperature, in deg C.

As can be seen in Figure I1-2-6, the “1/7" rule should not be used as a general method for
transforming wind speeds from one level to another in marine areas. The ACES software
package (Leenknecht et al. 1992) contains algorithms, based on planetary boundary layer physics,
which compute the values shown in Figure I1-2-6; so, it is recommended that ACES should be
used if at all possible for individual situations. It should also be noted here that, although both
ACES and the computer code used to generate Figure I1-2-6 are accurate within the bounds of the
data which were used to formulate the boundary layer functions, they do not give the same exact
answers because their boundary layer functions are not equivalent.

(¢) Simplified estimation of overwater wind speeds from land measurements. Because of
the behavior of water roughness as a function of wind speed, the ratio of overwater winds at a fixed
level to overland wind speeds at a fixed level is not constant, but varies nonlinearly as a function of
wind speed. Figure II-2-7 provides guidance for the form of this variation. The specific values
shown in this figure are from a study of winds in the Great Lakes and care should be taken in
applying them to other areas. Figure II-2-8 indicates the expected variation with air-sea
temperature difference (calculated with ACES). Although air-sea temperature difference can
affect light and moderate winds significantly, it has only a small impact (five percent or less) on
high wind speeds typical of design. If at all possible, it is advisable to use locally collected data to
respecify the exact form of Figures I1-2-7 and II-2-8 for a particular project. One concern here
would be the use of wind measurements from aboveground elevations that are markedly different
from those used in the Resio and Vincent study (9.1 m or 30 ft).

(d) Wind speed variation with fetch. When winds pass over a discontinuity in roughness
(e.g., a land-sea interface), an internal boundary layer is generated. The height of such a boundary
layer forms a slope in the neighborhood of 1:30 in the downwind direction from the roughness
discontinuity. This complication can make it difficult to use winds from certain locations at which
winds from some directions fall within the marine boundary layer and winds from other directions
fall within a land boundary layer. In areas such as this, a land-to-sea transform (similar to that
shown in Figures II-2-7 and II-2-8) can be used for all angles coming from the land. Depending on
the distance to the water and the elevation of the measurement site, winds coming from the direction
of open water may or may not still be representative of a marine boundary layer. Guidance for
determining the effects of fetch on wind speed modifications can be found in Resio and Vincent
(1977) and Smith (1983). These studies indicate that fetch affects wind speeds significantly only
within about 16 km (10 miles) of shore.
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Figure I1-2-6. Ratio of wind speed at any height to the wind speed at the 10-m
height as a function of measurement height for selected values of air-sea
temperature difference and wind speed: (a) AT=+3 °C; (b) AT=0 °C; (c) AT=-3
°C. Plots generated with following conditions: duration of observed and final
wind = 3 hrs; latitude = 30° N; fetch = 42 km; wind observation type: over
water; fetch conditions: deep open water.
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EXAMPLE PROBLEM I1-2-3

FIND:
The estimated wind speed at a height of 10 m.

GIVEN:

The wind speed at a height of 25 m is 20 m/sec and the air-sea temperature difference is
+3°C.

SOLUTION:
From Figure 1I-2-6 (a), the ratio U/Uq is about 1.18 for a 20-m/sec wind at a height of 25 m.

So the estimated wind speed at a 10-m height U, is equal to U at 25 m (20 m/sec) divided by
U/Uyp (1.18), which gives Uqg = 16.9 m/sec.
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Figure II-2-7. Ratio R; of windspeed over water Uy to windspeed over land Uy as a
function of windspeed over land U, (Resio and Vincent 1977).
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Figure 11-2-8. Amplification Ry ratio of W, (wind speed accounting for
effects of air-sea temperature difference) to W, (wind speed over water
without temperature effects).

(e) Wind speed transition from land to water. The net effect of wind speed variation with
fetch is to provide a smooth transition from the (generally lower) wind speed over land to the
(generally higher) wind speed over water. Thus, wind speeds tend to increase with fetch over the
first 10 miles or so after a transition from a land surface. The exact magnitude and characteristics of
this transition depend on the roughness characteristics of the terrain and vegetation and on the
stability of the air flow. A very simplistic approximation to this wind speed variation for the Resio
and Vincent curves used here could be obtained by fitting a logarithmic curve to the asymptotic
overland and overwater wind speed values. However, for most design and engineering purposes, it
is probably adequate to simply use the long-fetch values with the recognition that they are somewhat
conservative. The one situation that should cause some concern would be if overwater wind speed
measurements are taken near the upwind end of a fetch. These winds could be considerably lower
than wind speeds at the end of the fetch and underconservative values for wave conditions could
result from the use of such (uncorrected) winds in a predictive scheme.

(f) Empirical relationship. A rough empirical relationship between overwater wind speeds
and land measurements is discussed in Part [11-4-2-b. This highly simplified relationship is based
on several restrictive assumptions including land measurements over flat, open terrain near the
coast; and wind direction is within 45 deg of shore-normal. The approach may be helpful where
wind measurements are available over both land and sea at a site, but the specific relationship of
Equation I11-4-12 is not recommended for general hydrodynamic applications.

(2) Wind estimates based on information from pressure fields and weather maps. A primary
driving force of synoptic-scale winds above the boundary layer is produced by horizontal pressure
gradients. Figure II-2-9 is a simplified surface chart for the north Pacific Ocean. The area labeled
L in the left center of the chart and the area labeled H in the lower right corner of the chart are low-
and high-pressure areas. The pressures increase moving outward from L (isobars 972, 975, etc.)
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Figure I1-2-9. Surface synoptic chart for 0030Z, 27 October 1950.
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and decrease moving outward from H (isobars 1026, 1023, etc.). Synoptic-scale winds at latitudes
above about 20 deg tend to blow parallel to the isobars, with the magnitude of the wind speed being
inversely proportional to the spacing between the isobars. Scattered about the chart are small arrow
shafts with a varying number of feathers. The direction of a shaft shows the direction of the wind,
with each one-half feather representing a unit of 5.0 kt (2.5 m/sec) in wind speed.

(a) Figure II-2-10 shows a sequence of weather maps with isobars (lines of equal pressure)
for the Halloween Storm of 1991. An intense extratropical storm (extratropical cyclone) is
located off the coast of Nova Scotia. Other information available on this weather map besides
observed wind speeds and directions includes air temperatures, cloud cover, precipitation, and
many other parameters that may be of interest. Figure II-2-11 provides a key to decode the
information.

(b) Historical pressure charts are available for many oceanic areas back to the end of the
1800s. This is a valuable source of wind information when the pressure fields and available wind
observations can be used to create marine wind fields. However, the approach for linking
pressure fields to winds can be complex, as will be discussed in the following paragraphs.

(c) Synoptic-scale winds in nonequatorial regions are usually close to a geostrophic
balance, given that the isobars are nearly straight (i.e., the radius of curvature is large). For this
balance to be valid, the flow must be steady state or very nearly steady state. Furthermore,
frictional effects, advective effects, and horizontal and vertical mixing must all be negligible. In
this case, the Navier-Stokes equation for atmospheric motions reduces to the geostrophic balance
equation given by:

y - L (11-2-10)

¢ p,fdn

where

U, = geostrophic wind speed (located at the top of the atmospheric boundary layer)
dp/dn = gradient of atmospheric pressure orthogonal to the isobars.

Wind direction at the geostrophic level is taken to be parallel to the local isobars. Hence, purely
geostrophic winds in a large storm would move around the center of circulation, without
converging on or diverging from the center.

(d) Figure I1-2-12 may be used for simple estimates of geostrophic wind speed. The
distance between isobars on a chart is measured in degrees of latitude (an average spacing over a
fetch is ordinarily used), and the latitude position of the fetch is determined. Using the spacing as
ordinate and location as abscissa, the plotted, or interpolated, slant line at the intersection of these
two values gives the geostrophic wind speed. For example, in Figure 1I-2-9, a chart with 3-mb
isobar spacing, the average isobar spacing (measured normal to the isobars) over fetch F; located
at 37 deg N. latitude, is 0.70 deg latitude. Scales on the bottom and left side of Figure 11-2-12 are
used to find a geostrophic wind of 34.5 m/sec (67 kt).
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Figure II-2-10. Surface synoptic weather charts for the Halloween storm of 1991.
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Figure II-2-11. Key to plotted weather report.

EXAMPLE PROBLEM I1-2-4

FIND:
The estimated overwater wind speed at a site over 10 miles from shore, given that the air-sea
temperature difference is near zero (AT=0).

GIVEN:
A wind speed of 7.5 m/sec at an airport location well inland (at the airport standard of 30 ft
above ground elevation).

SOLUTION:

From Figure II-2-7 the ratio of overwater wind to overland wind is about 1.25. In the absence
of information to calibrate a local relationship, multiply the 7.5-m/sec wind speed by 1.25 to
obtain an estimated overwater wind speed of 9.4 m/sec. It should be recognized that the
90-percent confidence interval for this estimate is approximately 15 percent. It may be
desirable to include this factor of conservatism in some calculations. However, at this short
fetch, there is already conservatism due to the lack of consideration of wind speed variations
with fetch.
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Figure 11-2-12. Geostrophic (free air) wind scale (Bretschneider 1952).
(e) Ifisobars exhibit significant curvature, centrifugal effects can become comparable or

larger than Coriolis accelerations. In this situation, a simple geostrophic balance must be
replaced by the more general gradient balance. The equation for this motion is:
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1 dp U,

_ 1 dp Ys 1-2-11
o= ran ( )

where

U, = gradient wind speed
7. = radius of curvature of the isobars.

Winds near the centers of small extratropical storms and most tropical storms can be significantly
affected and even at times dominated by centrifugal effects, so the more general gradient wind
approximation is usually preferred to the geostrophic approximation. Gradient winds tend to
form a small convergent angle (about 5.0 deg to 10 deg) relative to the isobars.

(f) An additional complication results when the center of a storm is not stationary. In this
case, the steady-state approximation used in both the geostrophic and gradient approximations
must be modified to include non-steady-state effects. The additional wind component due to the
changing pressure fields is termed the isallobaric wind. In certain situations, the isallobaric wind
can attain magnitudes nearly equal to those of geostrophic wind.

(g) Due to the factors discussed above, winds at the geostrophic level can be quite
complicated. Therefore, it is recommended that these calculations should be performed with
numerical computer codes rather than manual methods.

(h) Once the wind vector is estimated at a level above the surface boundary layer, it is
necessary to relate this wind estimate to wind conditions at the 10-m reference level. In some past
studies, a constant proportionality was assumed between the wind speeds aloft and the 10-m wind
speeds. Whereas this might suffice for a narrow range of wind speeds if the atmospheric boundary
layer were near neutral and no horizontal temperature gradients existed, it is not a very accurate
representation of the actual relationship between surface winds and winds aloft. Use of a single
constant of proportionality to convert wind speeds at the top of the boundary layer to 10-m wind
speeds is not recommended.

(1) Over land, the height of the atmospheric boundary layer is usually controlled by a
low-level inversion layer. This typically is not the case in marine areas where, in general, the
height of boundary layer (in non-equatorial regions) is a function of the friction velocity at the
surface and the Coriolis parameter, i.e.:

(I1-2-12)

where

A = dimensionless constant.

11-2-23



EM 1110-2-1100 (Part II)
Change 4
30 Sep 15

(j) Researchers have shown that, within the boundary layer, the wind profile depends on
latitude (via the Coriolis parameter), surface roughness, geostrophic/gradient wind velocity, and
density gradients in the vertical (stability effects) and horizontal (baroclinic effects). Over large
water bodies, if the effects of wave development on surface roughness are neglected, the
boundary-layer problem can be solved directly from specification of these factors. Figure 11-2-13
shows the ratio of the wind at a 10-m level to the wind speed at the top of the boundary layer
(denoted by the general term U, here) as a function of wind speed at the top of the boundary layer,
for selected values of air-sea temperature difference. Figure II-2-14 shows the ratio of friction
velocity at the water’s surface to the wind speed at the upper edge of the boundary layer as a function
of these same parameters. It might be noted from Figure I1-2-14 that a simple approximation for Us
in neutral stratification as a function of U, is given by:

U,~0.0275U, (11-2-13)

This approximation is accurate within 10 percent for the entire range of values shown in Figure
11-2-14.

(k) Measured wind directions are generally expressed in terms of azimuth angle from
which winds come. This convention is known as a meteorological coordinate system.
Sometimes (particularly in relation to winds calculated from synoptic information), a
mathematical vector coordinate or Cartesian coordinate system is used (Figure 11-2-15).
Conversion from the vector Cartesian to meteorological convention is accomplished by:

0, =270-0 (II-2-14)
where
0 me=  direction in standard meteorological terms
0 .= direction in a Cartesian coordinate system with the zero angle wind blowing

toward the east.

(I) Wind estimates based on kinematic analyses of wind fields. In several careful studies,
it has been shown that one method of obtaining very accurate wind fields is through the application
of “kinematic analysis” (Cardone 1992). In this technique, a trained meteorological analyst uses
available information from weather charts and other sources to construct detailed pressure fields
and frontal positions. Using concepts of continuity along with this information, the analyst then
constructs streamlines and isotachs over the entire analysis region. Unfortunately, this procedure
is very labor-intensive; consequently, most analysts combine kinematic analyses of small
subregions within their region with numerical estimates over the entire region. This method is
sometimes referred to as a man-machine mix.
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g. Meteorological systems and characteristic waves.

(1) Many engineers and scientists working in marine areas do not have a firm
understanding of wave conditions expected from different wind systems. Such an understanding
is helpful not only for improving confidence in design conditions, but also for establishing
guidelines for day-to-day operations. Two problems that can arise directly from this lack of
experience are 1) specification of design conditions with a major meteorological component
missing, and 2) underestimation of the wave generation potential of particular situations.

1
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Figure II-2-13. Ratio of wind speed at a 10-m level to wind speed at the
top of the boundary layer as a function of wind speed at the top of the
boundary layer, for selected values of air-sea temperature difference.
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Figure II-2-14. Ratio of U+/U, as a function of Uy, for selected values of
air-sea temperature difference.
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Figure II-2-15.  Common wind direction conventions.

(2) An example of the former situation might be the neglect of extratropical waves in an
area believed to be dominated by tropical storms. For example, in the southern part of the Bay of
Campeche along the coast of Mexico, one might expect that hurricanes dominate the extreme wave
climate. However, outbursts of cold air termed “northers” actually contribute to and even control
some of the extreme wave climate in this region. An example of the second situation can be
found in decisions to operate a boat or ship in a region where storm waves can endanger life and

property.

(3) Table II-2-2 assists users of this manual in understanding such problems. Potentially
threatening wind and wave conditions from various scales of the meteorological system are
categorized.

h. Winds in hurricanes.

(1) Intropical and in some subtropical areas, organized cloud clusters form in response to
perturbations in the regional flow. If a cloud cluster forms in an area sufficiently removed from the
Equator, then Coriolis accelerations are not negligible and an organized, closed circulation can form.
A tropical system with a developed circulation but with wind speeds less than 17.4 m/sec (39 mph) is
termed a tropical depression. Given that conditions are favorable for continued development
(basically warm surface waters, little or no wind shear, and a high pressure area aloft), this
circulation can intensify to the point where sustained wind speeds exceed 17.4 m/sec, at which time
it is termed a tropical storm. If development continues to the point where the maximum sustained
wind speed equals or exceeds 33.5 m/sec (75 mph), the storm is termed a hurricane. If such a storm
forms west of the International Date Line, it is called a typhoon. In this section, the generic term
hurricane includes hurricanes and typhoons, since the primary distinction between them is their
point of origin. Tropical storms will also follow some of the wind models given in this section; but
since these storms are weaker, they tend to be more poorly organized.
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EXAMPLE PROBLEM I1-2-5

FIND: N
The 10-m wind speed, the wind direction, A
and the coefficient of drag.

GIVEN: 500
A pressure gradient of 5 mb in 100 km, an
air-sea temperature difference of -5° C 400 |— U
(i.e., the water is warmer than the air, as is
typical in autumn months), the latitude of 300 [ 990 m
the location of interest (equal to 45° N),
and the geographic orientation of the 200 [— 985 mb
isobars.

— 1000 mb

(-4

100 |— 980 mb

SOLUTION:

Option 1 - From Equation 11-2-10, wind
speed is calculated (in cgs units) as | 1 1 | &=

Ug = 1/(1.2x10° x 1.03x10™) x (dp/dn) (a) (kem)
= 1/1.236x107 x (5 x 1000 )/ The above sketch shows idealized
(100 x 100,000) (b) atmospheric pressure distribution over a 400
= 4045 cm/s (c) %500 km domain. Over the domain,
=40.45 m/s barometric pressure is spatially constant

east-west but increases south to north.
The 1.2x107 factor in step (a) is air density in g/cm?.

The underlined 1000 factor in step (b) converts mb to dynes/cm?. The 100,000 factor in step (b)
converts km to cm. From Uy and AT and Figure 11-2-13

Uio/Ugy = 0.68 and Uio = Ug X U1o/Ug = 40.45 x 0.68 = 27.5 m/s
From Figure 11-2-5
Cp =0.0024

Wind Direction: Parallel to isobars, counterclockwise circulation around low, therefore the
direction is west

Option 2 - Use Figure 11-2-12, though it requires pressure gradient information in a different form
than given in this example.
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Table I1-2-2. Local Seas Generated by Various Meteorological Phenomena

Type of Wind System Wave Characteristics Characteristic Height and Period
Individual thunderstorm Very steep waves H05-15m
T1.5-3.0sec
No significant horizontal rotation Waves can become relatively large if storm speed and
group velocity of spectral peak are nearly equal.
Size, 1-10 km Can be a threat to some operations in open-ocean,
coastal, and inland waters.
Supercell thunderstorms Very steep waves. H2-3m
T3-6sec
Begins to exhibit some rotation. Waves can become relatively large if storm speed and
group velocity of spectral peak are nearly equal.
Size, 5-20 km Can pose a serious threat to some operations in
open-ocean, coastal, and inland waters.
Sea breeze Waves of intermediate steepness. HO05-1.5m
T3-5sec
Thermally driven near-coast winds. Can modify local wave conditions when superposed
on synoptic systems.
Size, 10-100 km Can affect some coastal operations.
Coastal fronts Can modify local wave conditions near coasts. HO05-1.0m
T3-4sec
Results from juxtaposition of cold air and warm | Minimal effects on wave conditions due to
water. orientation of winds and fetches.
Size, 10 km across and 100 km long
Lee waves Generates waves that can deviate significantly in HO05-15m
direction from synoptic conditions. T2-5sec
“Spin-off” eddies due to interactions between Can affect coastal wave climates.
synoptic winds and coastal topography.
Size, 10's of km
Frontal squall lines Can create severe hazards to coastal and offshore Hl1-5m
operations. T4-7sec

Organized lines of thunderstorms moving within
a frontal area.

Size, 100's of km long and 10 km across

Can generate extreme wave conditions for inland
waters.

Waves can become quite large if frontal area becomes
stationary or if rate of frontal movement matches
wave velocity of spectral peak.

Can create significant addition to existing synoptic
scale waves.

Mesoscale Convective Complex (MCC)

Important in interior regions of U.S.

H fetch-limited
T fetch-limited

Large, almost circular system of thunderstorms Can generate extreme waves for short-fetch and U=20m/s
with rotation around a central point (2-3 form in intermediate-fetch inland areas.
the U.S. per year).
Size, 100-400 km in diameter
Tropical depression ) )

- ] ) . . Squall lines superposed on background winds can Hl1-4m
Weakly circulating tropical system with winds produce confused, steep waves. T4-8sec

under 45 mph.
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Table II-2-2. (Continued)
Type of Wind System Wave Characteristics Characteristic Height and Period
Tropical storm Very steep seas. H5-8m
T5-9sec
Circulating tropical system with winds over 45 | Highest waves in squall lines.
mph and less than 75 mph.
Hurricane Can produce large wave heights. Saffir Simpson
Directions near storm center are very short-crested | Hurricane Scale
Intense circulating storm of tropical origin with | and confused. SS  H(m) T(sec)
wind speeds over 75 mph. Highest waves are typically found in the right rear 1 4-8 7-11
Shape is usually roughly circular. quadrant of a storm. 2 610 9-12
Wave conditions are primarily affected by storm 3 812 11-13
intensity, size, and forward speed, and in weaker 4 10-14 1215
storms by interactions with other synoptic scale and B B
large-scale features. 5 12-17 13-17
(see Table IV-1-4)
Extratropical cyclones Extreme waves in most open-ocean areas north of Weak:
35° are produced by these systems. H3-5m T 5-10 sec
Low pressure system formed outside of Large waves tend to lie in region of storm with winds Moderate:
tropics. parallel to direction of storm movement. H 5-8m T 9-13 sec
Shapes are Variabl.e fqr weak and rnodera.te Predominant source of swell for most U.S. east coast gltg nlsze ; T12-17
strength storms, with intense storms tending to | 404 west coast areas. -lem -l/sec
be elliptical or circular. Extreme:
H 13-18m T 15-20sec
Migratory highs Produce moderate storm conditions along U.S.east |H1-4m
coast south of 30° latitude when pressure gradients | T 4 - 10 sec
L b teep.
Slowly moving high-pressure systems. ecome steep
Stationary highs Produce low swell-like waves due to long fetches. H1-3m
T5-10sec
Permanent systems located in subtropical Can interact with synoptic-scale and large-scale
ocean areas. weather systems to produce moderately intense wave
generation.
Southern portions constitute the trade winds. | Very persistent wave regime.
Monsoonal winds Episodic wave generation can generate large wave |H4-7m
conditions. T6-11 sec
Biannual outbursts of air from continental land | Very important in the Indian Ocean, part of the Gulf
masses. of Mexico, and some U.S. east coast areas.
Long-wave generation Long waves can be generated by moving
pressure/wind anomalies (such as can be associated
with fronts and squall lines) and can resonate with
long waves if the speed of frontal or squall line
motion is approximately ./ gd.
Examples of this phenomenon have been linked to
inundations of piers and beach areas in Lake
Michigan and Daytona Beach in recent years.
Gap winds These winds may be extremely important in U =40 m/s

Wind acceleration due to local topographic
funneling.

generating waves in many U.S. west coast areas not
exposed to open-ocean waves.
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(2) Although it might be theoretically feasible to model a hurricane with a primitive equation
approach (i.e., to solve the coupled dynamic and thermodynamic equations directly), information to
drive such a model is generally lacking, and the roles of all of the interacting elements within a
hurricane are not well-known. Consequently, practical hurricane wind models for most
applications are driven by a set of parameters that characterize the size, shape, rate of movement, and
intensity of the storm, along with some parametric representation of the large-scale flow in which the
hurricane is imbedded. Myers (1954); Collins and Viehmann (1971); Schwerdt et al. (1979);
Holland (1980); and Bretschneider (1990) all describe and justify various parametric approaches to
wind-field specification in tropical storms. Cardone et al. (1992) use a modified form of Chow’s
(1971) moving vortex model to specify winds with a gridded numerical model. However, since this
numerical solution is driven only by a small set of parameters and assumes steady-state conditions, it
produces results similar to those of parametric models (Cooper 1988). Cardone et al. (1994) and
Thompson and Cardone (1996) describe a more general model version that can approximate
irregularities in the radial wind profile such as the double maxima observed in some hurricanes.

(3) All of the above models have been shown to work relatively well in applications;
however, the Holland (1980) model appears to provide a better fit to observed wind fields in early
stages of rapidly developing storms and appears to work as well as other models in mature storms.
Consequently, this model will be described in some detail here. In presently available hurricane
models, wind fields are assumed to have no memory and thus can be determined by only a small
set of parameters at a given instant.

(4) In the Holland model, hurricane pressure profiles are normalized via the relationship:

p=L"Pc (11-2-15)
P, —P.
where
p = pressure at radius
r = arbitrary radius
p. = central pressure in the storm
pn = ambient pressure at the periphery of the storm.

(5) Holland showed that the family of f-curves for a number of storms resembled a family
of rectangular hyperbolas and could be represented as:

r*In(pt)=4
or

Bt =exp (iB) (11-2-16)
or '
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—A
B =exp (—)
r
where
A = scaling parameter with units of length
B = dimensionless parameter that controls the peakedness of the wind speed
distribution.
(6) This leads to a representation for the pressure profile as:
—A
p=p.+{(p, = p.)exp(—) (11-2-17)
which then leads to a gradient wind approximation of the form:
1
— 2
AB(pn _pc)exp [7"8] r2f2 l’f
Uy = 7 + —= (11-2-18)
pr 4 2
where
Uy = gradient approximation to the wind speed.

(7) In the intense portion of the storm, Equation II-2-18 reduces to a cyclostrophic
approximation given by:

U,= = (II-2-19)
Par
where
U. = cyclostrophic approximation to the wind speed
which yields explicit forms for the radius to maximum winds as:
1
R, .=A" (I1-2-20)
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where

Rnax= distance from the center of the storm circulation to the location of maximum
wind speed

(8) The maximum wind speed can then be approximated as:

(I1-2-21)

where

Unper = maximum velocity in the storm
e = base of natural logarithms, 2.718.

(9) Rosendal and Shaw (1982) showed that pressure profiles and wind estimates from the
Holland model appeared to fit observed typhoon characteristics in the central North Pacific. If B
is equal to one (1) in this model, the pressure profile and wind characteristics become similar to
results of Myers (1954); Collins and Viehmann (1971); Schwerdt et al. (1979); and Cardone et al.
(1992). In the case of the Cardone et al. model, this similarity would exist only for the case of a
storm with no significant background pressure gradient.

(10) Holland argues that (B=1) is actually the lower limit for B and that, in most storms, the
value is likely to be more in the range of 1.5 to 2.5.  As shown in Figure II-2-16, this argument is
supported by the data from Atkinson and Holliday (1977) and Dvorak (1975), taken from studies of
Pacific typhoons. The effect of a higher value of B is to produce a more peaked wind distribution in
the Holland model than exists in models with B set to a value of (1). According to Holland (1980),
use of a wind field model with (B=1) will underestimate winds in many tropical storms. In
applications, the choices of 4 and B can either be based on the best two-parameter fit to observed
pressure profiles or on the combination of an R, value with the data shown in Figure 1I-2-16. It is
worth noting here that the Holland model is similar to several other parametric models, except that it
uses two parameters rather than one in describing the shape of the wind profile. This second
parameter allows the Holland model to represent a range of peakedness rather than only a single
peakedness in applications.

(11) As a final element in application of the Holland wind model, it is necessary to consider
the effects of storm movement on the surface wind field. Since a hurricane moves most of its mass
along with it (unlike an extratropical storm), this step is a necessary adjustment to the storm wind
field and can create a marked asymmetry in the storm wind field, particularly for the case of weak or
moderate storms. Hughes’ (1952) composite wind fields from moving hurricanes indicated that the
highest wind speeds occurred in the right rear quadrant of the storm. This supports the
interpretation that the total wind in a hurricane can be obtained by adding a wind vector for storm
motion to the estimated winds for a stationary storm. On the other hand, Chow’s (1971) numerical
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results suggest that winds in the front right and front left quadrants are more likely to contain the
maximum wind speeds in a moving hurricane. These contradictory results have made it difficult to
treat the effects of storm movement of surface wind fields in a completely satisfactory fashion.
Various researchers have either ignored the problem or suggested that, at least in simple parametric
models, the effects of storm movement can be adequately approximated by adding a constant vector
representative of the forward storm motion to the estimated wind for a stationary storm. In light of
the overall lack of definitive information on this topic, the latter approach is considered sufficient.
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Figure II-2-16. Climatological variation in Holland’s “B” factor
(Holland 1980).

(12) At this point, it should be stressed that Equations I1-2-18, 19, and 21 and superposition of
the storm motion vector are only applicable to winds above the surface boundary layer. To convert
these winds to winds at a 10-m reference level, it is necessary to apply a model of the type described in
Part II-2-1-c-(3)(b). As shown in that section, it is not advisable to use a constant ratio between winds
at the top of the boundary layer and winds at a 10-m level. If a complete wind field is required for a
particular application, the use of a planetary-boundary-layer (PBL) model combined with either a
moving vortex formulation or a numerical version of a parametric model is recommended.

(13) To provide some guidance regarding maximum sustained wind speeds at a 10-m
reference level, Figure II-2-17 shows representative curves of maximum sustained wind speed
versus central pressure for selected values of forward storm movement. It should be noted that
maximum winds at the top of the boundary layer are relatively independent of latitude, since the
wind balance equation is dominated by the cyclostrophic term; however, there is a weak
dependence on latitude through the boundary-layer scaling, which is latitude-dependent. This
dependence and dependence of the maximum wind speed on the radius to maximum wind were
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both found to be rather small; consequently, only fixed values of latitude and R,,,, have been
treated here. From the methods used in deriving these estimates, winds given here can be
regarded as typical values for about a 15- to 30-min averaging period. Thus, winds from this
model are appropriate for use in wave models and surge models, but must be transformed to
shorter averaging times for most structural applications.

(14) Values for wind speeds in Figure 1I-2-17 may appear low to people who recall reports
of maximum wind speeds for many hurricanes in the range of 130-160 mph (about 58-72 m/sec).
First, it should be recognized that very few good measurements of hurricane wind speed exist
today. Where such measurements exist, they give support to the values presented in Figure
II-2-17. Second, the values reported as sustained wind speeds often come from airplane
measurements, so they tend to be considerably higher than corresponding values at 10 m. Third,
winds at airports and other land stations often use only a 1-min averaging time in their wind speed
measurements. These winds are subsequently reported as sustained wind speeds. An idea of the
magnitude that some of these effects can have on wind estimates may be gained via the following
example. The central pressure of Hurricane Camille, as it moved onshore at a speed of about 6.0
m/sec in 1969, was about 912 mb. From Figure 11-2-17, the 15- to 30-min average wind speed is
estimated to be 52.5 m/sec. Converting this to a 1-min wind speed in miles per hour yields
approximately 150 mph, which is in very reasonable agreement with the measured and estimated
winds in this storm. It is important to recognize though that these higher wind speeds are not
appropriate for applications in surge and wave models.

Variation of Vmax

60

Vmax (m/sec)

25 ; T
900 820 940 960 4980 1000

Cp (mb)

Figure II-2-17. Relationship of estimated maximum wind speed in a hurricane at
10-m elevation as a function of central pressure and forward speed of storm (based
on latitude of 30 deg, R,,»=30 km, 15- to 30-min averaging period).
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2 *
Direction of storm
motion

3

Figure 11-2-18. Definition of four radial angles
relative to direction of storm movement.

(15) Figures II-2-18 and II-2-19 are examples of the output from the hurricane model
presented here. Figure II-2-18 shows the four radials. Figure I1-2-19 shows wind speed along
Radials 1 and 3, as a function of dimensionless distance along the radial (#/R,,y) for a central
pressure p.of 930 mb and forward speeds of 2.5 m/sec, 5.0 m/sec, and 7.5 m/sec. The inflow
angle along these radii (not shown) can be quite variable. The behavior of this angle is a function
of several factors and is still the subject of some debate.

i. Step-by-step procedure for simplified estimate of winds for wave prediction.

(1) Introduction. This section presents simplified, step-by-step methods for estimating
winds to be used in wave prediction. The methods include the key assumption that wind fields are
well-organized and can be adequately represented as an average wind speed and direction over the
entire fetch. Most engineers can use such convenient computer-based wind estimation tools as
ACES, and such tools should be used in preference to the corresponding methods in this section.
The simplified methods provide an approximation to the processes described earlier in this
chapter. The methods embody graphs presented earlier, some of which were generated with
ACES. The simplified methods are particularly useful when quick, low-cost estimates are
needed. They are reasonably accurate for simple situations where local effects are small.

(2) Wind measurements. Winds can be estimated using direct measurements or synoptic
weather charts. For preliminary design, extreme winds derived from regional records may also be
useful (Part I1-9-6). Actual wind records from the site of interest are preferred so that local effects
such as orographic influences and sea breeze are included. If wind measurements at the site are
not available and cannot be collected, measurements at a nearby location or synoptic weather
charts may be helpful. Wind speeds must be adjusted properly to avoid introducing bias into
wave predictions.

(3) Procedure for adjusting observed winds. When ACES is unavailable, the following
procedure can be used to adjust observed winds with some known level, location (over water or
land), and averaging time. A logic diagram (Figure II-2-20) outlines the steps in adjusting wind
speeds for application in wave growth models.
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Figure 11-2-19. Horizontal distribution of wind speed along Radial 1 for a
storm with forward velocity Vr of (a) 2.5 m/sec; (b) 5 m/sec; (¢) 7.5 m/sec.
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EXAMPLE PROBLEM I1-2-6

FIND:
The expected maximum sustained wind speed for this storm for surge and/or wave
prediction and the maximum 1-min wind speed.

GIVEN:
A hurricane located at a latitude of 28° with a central pressure of 935 mb and a forward

velocity of 10 m/sec.

SOLUTION:

Using Figure 1l-2-17, the maximum wind speed in a moving storm with the parameters
given here is approximately 47.3 m/sec for a 15- to 30-min average at the 10-m level. From
Figure 11-2-1, the ratio of a 30-min wind (chosen here to give a conservative approximation) to
a 1-min wind is approximately 1.23. Multiplying this factor times 47.3 yields a 1-min wind
speed of 58.2 m/sec (130 mph).

(a) Level. Ifthe wind speed is observed at any level other than 10 m, it should be adjusted
to 10 m using Figure 11-2-6 (see Example Problem II-2-3).

(b) Duration. If extreme winds are being considered, wind speed should be adjusted from
the averaging time of the observation (fastest mile, 5-min average, 10-min average, etc.) to an
averaging time appropriate for wave prediction using Figure II-2-1 (see Example Problem II-2-1).
Typically, several different averaging times should be considered for wave prediction to ensure that
the maximum wave growth scenario has been identified. When the fetch is limited, Figure II-2-3
can be used to estimate the maximum averaging time to be considered. When the observed wind is
given in terms of the fastest mile, Figure II-2-2 can be used to convert to an equivalent averaging
time.

(¢) Overland or overwater. When the observation was collected overwater (within the
marine boundary layer), this adjustment is not needed. When the observation was collected
overland and the fetch is long enough for full development of a marine boundary layer (longer than
about 16 km or 10 miles), the observed wind speed should be adjusted to an overwater wind speed
using Figure I1-2-7 (see Example Problem 11-2-4). Otherwise (for overland winds and fetches
less than 16 km), wave growth occurs in a transitional atmospheric boundary layer, which has not
fully adjusted to the overwater regime. In this case, wind speeds observed overland must be
increased to better represent overwater wind speeds. A factor of 1.2 is suggested here, but no
simple method can represent this complex case accurately. In relation to all of these adjustments,
the term overland implies a measurement site that is predominantly characterized as inland. Ifa
measurement site is directly adjacent to the water body, it may, for some wind directions, be
equivalent to overwater.
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Figure 11-2-20. Logic diagram for determining wind speed for use in

wave hindcasting and forecasting models.

(d) Stability. For fetches longer than 16 km, an adjustment for stability of the boundary
layer may also be needed. If the air-sea temperature difference is known, Figure 11-2-8 can be
used to make the adjustment. When only general knowledge of the condition of the atmospheric
boundary layer is available, it should be categorized as stable, neutral, or unstable according to the

following:

[ ]
decreases mixing in the air column (R = 0.9).

I1-2-38
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e Neutral - when the air and water have the same temperature, the water temperature does
not affect mixing in the air column (R = 1.0).

e Unstable - when the air is colder than the water, the water warms the air, causing air near
the water surface to rise, increasing mixing in the air column (Rr = 1.1).

When the boundary layer condition is unknown, an unstable condition, Ry = 1.1, should be
assumed.

(4) Procedure for adjusting winds from synoptic weather charts. As discussed earlier,
synoptic weather charts are maps depicting isobars at sea level. The free air, or geostrophic, wind
speed is estimated from these sea level pressure charts. Adjustments or corrections are then made
to the geostrophic wind speed. Pressure chart estimations should be used only for large areas, and
the estimated values should be compared with observations, if possible, to verify their accuracy.

(a) Geostrophic wind speed. To estimate geostrophic wind speed, Equation II-2-10 or
Figure I1-2-12 should be used (see Example Problem II-2-5).

(b) Level and stability. Wind speed at the 10-m level should be estimated from the
geostrophic wind speed using Figure I1-2-13. The resulting speed should then be adjusted for
stability effects as needed using Figure I1-2-8.

(¢) Duration. Wind duration estimates are also needed. Since synoptic weather charts are
prepared only at 6-hr intervals, it may be necessary to use interpolation to determine duration.
Linear interpolation is adequate for most cases. Interpolation should not be used if short-duration
phenomena, such as frontal passages or thunderstorms, are present.

(5) Procedure for estimating fetch. Fetch is defined as a region in which the wind speed
and direction are reasonably constant. Fetch should be defined so that wind direction variations
do not exceed 15 deg and wind speed variations do not exceed 2.5 m/sec (5.0 knots) from the
mean. A coastline upwind from the point of interest always limits the fetch. An upwind limit to
the fetch may also be provided by curvature, or spreading, of the isobars or by a definite shift in
wind direction. Frequently the discontinuity at a weather front will limit fetch.

2-2. Wave Hindcasting and Forecasting.

a. Introduction.

(1) The theory of wave generation has had a long and rich history. Beginning with some
classic works of Kelvin (1887) and Helmholtz (1888), many scientists, engineers, and
mathematicians have addressed various forms of water wave motions and interactions with the
wind. In the early 1900s, the work of Jeffreys (1924, 1925) hypothesized that waves created a
“sheltering effect” and hence created a positive feedback mechanism for transfer of momentum
into the wave field from the wind. However, it was not until World War II that organized wave
predictions began in earnest. During the 1940s, large bodies of wave observations were collated
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and the bases for empirical wave predictions were formulated. Sverdrup and Munk (1947, 1950)
presented the first documented relationships among various wave-generation parameters and
resulting wave conditions. Bretschneider (1952) revised these relationships based on additional
evidence; methods derived from these exemplary pioneer works are still in active use today.

(2) The basic tenet of the empirical prediction method is that interrelationships among
dimensionless wave parameters will be governed by universal laws. Perhaps the most
fundamental of these laws is the fetch-growth law. Given a constant wind speed and direction
over a fixed fetch, it is expected that waves will reach a stationary fetch-limited state of
development. In this situation, wave heights will remain constant (in a statistical sense) through
time but will vary along the fetch. If dimensionless wave height is taken as:

A_gH

H % (I1-2-22)
where
H = characteristic wave height, originally taken as the significant wave height but
more recently taken as the energy-based wave height H,,
u« = friction velocity
and dimensionless fetch is defined as:
X =8 (11-2-23)
u;
where
X = straight line distance over which the wind blows

then idealized, fetch-limited wave heights are expected to follow a relationship of the form:
H=) X" (11-2-24)

where

A = dimensionless coefficient
m; = dimensionless exponent

(3) If dimensionless wave frequency (defined simply as one over the spectral peak wave
period) is defined as:

u*fp
8

f, = (I1-2-25)

where
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f» = frequency of the spectral peak

then a stationary wave field also implies a fixed relationship between wave frequency and fetch of
the form

f,=hX" (11-2-26)
where

/> and m, are more empirical coefficients.

(4) Since u+ scales the effective rate of momentum transfer from the atmosphere into the
waves, all empirical coefficients in these wave generation laws are expected to be universal values.
Unfortunately, there is still some ambiguity in these values; however, in lieu of any demonstrated
improvements over values from the Shore Protection Manual (1984), those values for
fetch-limited wave growth will be adopted here.

(5) From basic conservation laws and the dispersion relationship, it is anticipated that any
law governing the rate of growth of waves along a fetch will also form a unique constraint on the
rate of growth of waves through time. If we define dimensionless time as:

F—8! (11-2-27)

U,

where
t = time

additional relationships governing the duration-growth of waves will be

H=)i" (11-2-28)
and

£ =20 (11-2-29)
where

A4 and my4 are more “universal” coefficients to be determined empirically.
(6) The form of Equations I1-2-26 and I1-2-27 imply that waves will continue to grow as

long as fetch and time continue to increase. This concept was observed to be incorrect in the early
compendiums of data (Sverdrup and Munk 1947; Bretschneider 1952), which suggested that a
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“fully developed” wave height would evolve under the action of the wind. Available data
indicated that this fully developed wave height could be represented as:

H_ = (11-2-30)

where

H, = fully developed wave height
As dimensionless coefficient (approximately equal to 0.27)
u = wind speed

Wave heights defined by Equation I1-2-30 are usually taken as representing an upper limit to wave
growth for any wind speed.

(7) Inthe 1950s, researchers began to recognize that the wave generation process was best
described as a spectral phenomenon (e.g., Pierson et al. 1955). Theoreticians then began to
reexamine their ideas on the wave-generation process, with regard to how a turbulent wind field
could interact with a random sea surface. Following along these lines, Phillips (1958) and Miles
(1957) advanced two theories that formed the cornerstone of the understanding of wave generation
physics for many years. Phillips’ concept involved the resonant interactions of turbulent pressure
fluctuations with waves propagating at the same speed. Miles’ concept centered on the mean flux
of momentum from a “matched layer” above the wave field into waves travelling at the same
speed. Phillips’ theory predicted linear wave growth and was believed to control the early stages
of wave growth. Miles’ theory predicted an exponential growth and was believed to control the
major portion of wave growth observed in nature. Direct measurements of the Phillips’
resonance mechanism indicated that the measured turbulent fluctuations were too small by about
an order of magnitude to explain the observed early growth in waves; however, it was still adopted
as a plausible concept. Subsequent field efforts by Snyder and Cox (1966) and Snyder et al.
(1981) have supported at least the functional form of Miles’ theory for the transfer of energy into
the wave field from winds.

(8) From basic concepts of energy conservation and the fact that waves do attain limiting
fully developed wave heights, it is obvious that wave generation physics cannot consist of only
wind source terms. There must be some physical mechanism or mechanisms that lead to a
balance of wave growth and dissipation for the case of fully developed conditions. Phillips
(1958) postulated that one such mechanism in waves would be wave breaking. Based on
dimensional considerations and the knowledge that wave breaking has a very strong local effect on
waves, Phillips argued that energy densities within a spectrum would always have a universal
limiting value given by:

E(f) _xe S (I1-2-31)

(22)f
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where E(f) is the spectral energy density in units of length squared per hertz and o was understood
to be a universal (dimensionless) constant approximately equal to 0.0081. It should be noted here
that energy densities in this equation are proportional to f° (as can be deduced from dimensional
arguments) and that they are independent of wind speed. Phillips hypothesized that local wave
breaking would be so strong that wind effects could not affect this universal level. In this context,
a saturated region of spectral energy densities is assumed to exist in some region from near the
spectral peak to frequencies sufficiently high that viscous effects would begin to be significant.
This region of saturated energy densities is termed the equilibrium range of the spectrum.

(9) Kitaigorodskii (1962) extended the similarity arguments of Phillips to distinct regions
throughout the entire spectrum where different mechanisms might be of dominant importance.
Pierson and Moskowitz (1964) followed the dimensional arguments of Phillips and supplemented
these arguments, with relationships derived from measurements at sea. They extended the form
of Phillips spectrum to the classical Pierson-Moskowitz spectrum:

2 -5 4
E(f) =287 "oy —0.74[i] (11-2-32)
(27[) S
where
f. = limiting frequency for a fully developed wave spectrum (assumed to be a

function only of wind speed).

(10) Based on these concepts of spectral wave growth due to wind inputs via Miles-Phillips
mechanisms and a universal limiting form for spectral densities, first-generation (1-G) wave models
in the United States were born (Inoue 1967; Bunting 1970). It should be pointed out here that the
first model of this type was actually developed in France (Gelci et al. 1957); however, that model did
not incorporate the limiting Pierson-Moskowitz spectral form, as did models in the United States.
In these models, it was recognized that waves in nature are not only made up of an infinite
(continuous) sum of infinitesimal wave components at different frequencies but that each frequency
component is made up of an infinite (continuous) sum of wave components travelling in different
directions. Thus, when waves travel outward from a storm, a single “wave train” moving in one
direction does not emerge. Instead, directional wave spectra spread out in different directions and
disperse due to differing group velocities associated with different frequencies. This behavior
cannot be modeled properly in parametric (significant wave height) models and understanding of
this behavior formed the basic motivation to model all wave components in a spectrum individually.
The term discrete-spectral model has since been employed to describe models that include
calculations of each separate (frequency-direction) wave component. The equation governing the
energy balance in such models is sometimes termed the radiative transfer equation and can be
written as:

8E(f,(9,x,y,t) LS

> =—c.VE(f,0,%,,0)+> S(f.0,x,3.1), (11-2-33)
k=1
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where

E( 0 ,x,y,t) = spectral energy density as a function of frequency (f), propagation
direction (#), two horizontal spatial coordinates (x and y) and time ()

S(1.0,xy,t)r = the k™ source term, which exists in the same five dimensions as the
energy density.

The first term on the right side of this equation represents the effects of wave propagation on the
wave field. The second term represents the effects of all processes that add energy to or remove
energy from a particular frequency and direction component at a fixed point at a given time.

(11) In the late 1960s evidence of spectral behavior began to emerge which suggested that
the equilibrium range in wave spectra did not have a universal value for a. Instead, it was
observed that o varied as a function of nondimensional fetch (Mitsuyasu 1968). This presented a
problem to the “first-generation” interpretation of wave generation physics, since it implied that
energies within the equilibrium range are not controlled by wave breaking. Fortunately, a
theoretical foundation already existed to help explain this discrepancy. This foundation had been
established in 1961 in an exceptional theoretical formulation by Klaus Hasselmann in Germany.
In this formulation, Hasselmann, using relatively minimal assumptions, showed that waves in
nature should interact with each other in such a way as to spread energy throughout a spectrum.
This theory of wave-wave interactions predicted that energy near the spectral peak region should
be spread to regions on either side of the spectral peak.

(12) Hasselmann et al. (1973) collected an extensive data set in the Joint North Sea Wave
Project JONSWAP). Careful analysis of these data confirmed the earlier findings of Mitsuyasu
and revealed a clear relationship between Phillips’ a and nondimensional fetch (Figure 11-2-21).
This finding and certain other spectral phenomena, such as the tendency of wave spectra to be
more peaked than the Pierson-Moskowitz spectrum during active generation, could not be
explained in terms of “first-generation” concepts; however, they could be explained in terms of a
nonlinear interaction among wave components. This pointed out the necessity of incorporating
wave-wave interactions into wave prediction models, and led to the development of
second-generation (2-G) wave models. The modified spectral shape which came out of the
JONSWAP experiment has come to bear the name of that experiment; hence, we now have the
JONSWAP spectrum, which can be written as:

f1]2
A
4 exp|— 20—2
2
E(f)=—-=L _exp|-1.25 S, (11-2-34)
(271' f° p

where

o = equilibrium coefficient

o = dimensionless spectral width parameter, with value o, for /<f, and value o}, for /> f,
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The average values of the g and y parameters in the JONSWAP data set were found to be y = 3.3, g,
=0.07, and f, = 0.09. Figure II-2-22 compares this spectrum to the Pierson-Moskowitz spectrum.
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Figure II-2-21. Phillips’ constant versus fetch scaled according to Kitaigorodskii.
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Figure 11-2-22. Definition of JONSWAP parameters for spectral
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(13) Early second-generation models (Barnett 1968, Resio 1981) followed an f°
equilibrium-range formulation since prior research had been formulated with that spectral form.
Toba (1978) was the first researcher to present data suggesting that the equilibrium range in spectra
might be better fit by an /* dependence. Following his work, Forristall et al. (1978); Kahma (1981);
and Donelan et al. (1982) all presented evidence from independent field measurements supporting
the tendency of equilibrium ranges to follow an /* dependence. Kitaigorodskii (1983); Resio
(1987, 1988); and Resio and Perrie (1989) have all presented theoretical analyses showing how this
behavior can be explained by the nature of nonlinear fluxes of energy through a spectrum. Subse-
quently, Resio and Perrie (1989) determined that, although certain spectral growth characteristics
were somewhat different between the /* and /> formulations, the basic energy-growth equations
were quite similar for the two formulations. The f* formulation is incorporated into CERC’s
WAVAD model, and is used in its hindcast studies.

(14) Since the early 1980s, a new class of wave model has come into existence (Hasselmann
etal. 1985). This new class has been termed a third-generation wave model (3-G). The distinction
between second-generation and third-generation wave models is the method of solution used in
these models. Second-generation wave models combine relatively broad-scale parameterizations
of the nonlinear wave-wave interaction source term combined with constraints on the overall
spectral shape to simulate wave growth. Third-generation models use a more detailed
parameterization of the nonlinear wave-wave interaction source terms and relax most of the
constraints on spectral shape in simulating wave growth. Various third-generation models are used
around the world today; however, the third-generation model is probably the WAM model.

(15) Part of the motivation to use third-generation models is related to the hope that future
simulations of directional spectra can be made more accurate via the direct solution of the detailed
source-term balance. This is expected to be particularly important in complex wave generation
scenarios where second-generation models might not be able to handle the general source term
balance. However, recent research by Van Vledder and Holthuisen (1993) has demonstrated
rather convincingly that the “detailed balance” equations in the WAM (WAMDI Group 1988)
model at this time still cannot simulate waves in rapidly turning winds accurately. Hence, there
remains much work to be done before the performance of third-generation models can be
considered to be totally satisfactory.

(16) First-generation models that have been modified to allow the Phillips equilibrium
coefficient to vary dynamically (Cardone 1992), second-generation models (Resio 1981;
NORSWAM 1977; Hubertz 1992), and third-generation models (Hasselmann et al. 1985) have all
been shown to produce very good predictions and hindcasts of wave conditions for a wide range of
meteorological situations. These models are recommended in developing wave conditions for
design and planning situations having serious economic or safety implications, and should be
properly verified with local wave data, wherever feasible. This is not meant to imply that wave
models can supplant wave measurements, but rather that in most circumstances, these models
should be used instead of parametric models.

b. Wave prediction in simple situations. In some situations, it is desirable to estimate
wave conditions for preliminary considerations in project designs or even for final design in cases
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where total project costs are minimal. In the past, nomograms have played an important role in
providing such wave information. However, with today’s proliferation of user-friendly computer
software such as the ACES Program, reliance on nomograms is discouraged. ACES will assist a
user in his or her calculations, will facilitate most applications, and will help avoid most potential
pitfalls related to misuse of wave prediction schemes. In spite of this warning and advice to use
ACES, conventional prediction methods will be discussed here to provide such information for
appropriate applications.

(1) Assumptions in simplified wave predictions.

(a) Deep water. There are three situations in which simplified wave predictions can provide
accurate estimates of wave conditions (Szabados 1982). The first of these occurs when a wind
blows, with essentially constant direction, over a fetch for sufficient time to achieve steady-state,
fetch-limited values. The second idealized situation occurs when a wind increases very quickly
through time in an area removed from any close boundaries. In this situation, the wave growth
can be termed duration-limited. It should be recognized that this condition is rarely met in nature;
consequently, this prediction technique should only be used with great caution. Open-ocean
winds rarely can be categorized in such a manner to permit a simple duration-growth scenario.
The third situation that may be treated via simplified prediction methods is that of a fully
developed wave height. Knowledge of the fully developed wave height can provide valuable
upper limits for some design considerations; however, open-ocean waves rarely attain a limiting
wave height for wind speeds above 50 knots or so. Equation II-2-30 provides an easy means to
estimate this limiting wave height.

(b) Wave growth with fetch. In this section, SI units should be used in formulas and
figures. Figure II-2-3 shows the time required to accomplish fetch-limited wave development for
short fetches.  The general equation for this can be derived by combining the JONSWAP growth
law for peak frequency, an equation for the fully developed frequency, and the assumption that a
local wave field propagates at a group velocity approximately equal to 0.85 times the group
velocity of the spectral peak.  This factor accounts for both frequency distribution of energy in a
JONSWAP spectrum and angular spreading which yields:

t,=7723———— (11-2-35)
u

where

= time required for waves crossing a fetch of length x under a wind of velocity u to
become fetch-limited.

tx, u

Equation II-2-35 can be used to determine whether or not waves in a particular situation can be
categorized as fetch-limited. The equations governing wave growth with fetch are:
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H 2
& _4.13x10°% [%]
us u;
and
1
T X |3
£ _0.651 g—Q] (11-2-36)
U, u;
2
U,
C. =
R
C,= 0.001(1.1+O.O35U10)
where
X = straight line fetch distance over which the wind blows (units of m)
H,o= energy-based significant wave height (m)
Cp = drag coefficient
Uip = wind speed at 10 m elevation (m/sec)
u= = friction velocity (m/sec)
See Demirbilek et al. (1993) for more details.
Fully developed wave conditions in these equations are given by
H
S 2.115%10?
U,
and (I1-2-37)
T
8 _2398x10?
Uy

Equations governing wave growth with wind duration can be obtained by converting duration into
an equivalent fetch given by

2

X
& _523x107°| & (11-2-38)
U, U,

where ¢ in this equation is the wind duration. The fetch estimated from this equation can then be
substituted into the fetch-growth equations to obtain duration-limited estimates of wave height and
period. An example demonstrating these procedures is provided at the end of this chapter.

I11-2-48



EM 1110-2-1100 (Part II)
Change 4
30 Sep 15

(c) Narrow fetches. Data sets showing a clear relationship between fetch width and
"effective fetch" for wave prediction are relatively limited. Effective fetch is independent of the
wind speed, and can be approximated as the weighted distances measured along a line 45 deg to the
left of the shore normal, along the shore normal and along a line 45 deg to the right of the shore
normal. The Shore Protection Manual (1977) has an illustration (Figure 3-13) for calculating the
weighted effective fetch. Many processes act at different scales in wave generation within complex
geometries. Early wave prediction nomograms included modifications to predicted wave condi-
tions based on a sort of aspect ratio for a fetch area, based on the ratio of fetch width to fetch length.
Subsequent investigations (Resio and Vincent 1979) suggested that wave conditions in fetch areas
were actually relatively insensitive to the width of a fetch; consequently, it is recommended here that
fetch width not be used to estimate an effective fetch for use in nomograms or the ACES Program.
Instead, it is recommended that either the straight-line fetch should be used to define fetch length for
applications for conservatism or a simple application of a code such as STWAVE should be applied.

(d) Shallow water. Many studies suggest that water depth acts to modify wave growth.
Bottom friction and percolation (Putnam 1949; Putnam and Johnson 1949; Bretschneider and Reid
1953) have been postulated as significant processes that diminish wave heights in shallow water;
however, recent studies in shallow water (Janssen 1989 and 1991) indicate that fetch-limited wave
growth in shallow water appears to follow growth laws that are quite close to deepwater wave
growth for the same wind speeds, up to a point where an asymptotic depth-dependent wave height
is attained. In light of this evidence, it seems prudent to disregard bottom friction effects on wave
growth in shallow water. Also, evidence from Bouws et al. (1985) indicates that wave spectra in
shallow water do not appear to have a noticeable dependence on variations in bottom sediments.
Consequently, it is recommended that deepwater wave growth formulae should be used for all
depths, with the constraint that no wave period can grow past a limiting value as shown by Vincent
(1985). This limiting wave period is simply approximated by the relationship:

1

d 2
T,~9.78| % (11-2-39)

g

In cases with extreme amounts of material in the water column (for example sediment, vegetation,
man-made structures, etc.), it is likely that the dissipation rate of wave energy will become very
large. In such cases, Camfield’s (1977) work may be used as a guideline for estimating frictional
effects on wave growth and dissipation; however, it should be recognized that little experimental
evidence exists to confirm the exact values of these dissipation rates.

(e) Prediction of deepwater waves from nomograms. Figures I1-2-23 through II-2-26 are
wave prediction nomograms under fetch-limited and duration-limited conditions. The curves in
these nomograms are based on Equations I1-2-30 and II-2-36 through II-2-38 presented previously
in this section. The asymptotic upper limits in both cases provide information on the fully
developed wave heights as a function of wind speed. The same information can be obtained more
expediently via the ACES Program.
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Figure 1I-2-24. Fetch-limited wave periods.
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(f) Prediction of shallow-water waves. Rather than providing separate nomograms for
shallow-water wave generation, the following procedure is recommended for estimating waves in
shallow basins:

Step 1:  Determine the straight-line fetch and over-water wind speed.

Step 2:  Using the fetch and wind speed from (1), estimate the wave height and period from
the deepwater nomograms.

Step 3:  Compare the predicted peak wave period from (2) to the shallow-water limit given
in Equation II-2-39. If that wave period is greater than the limiting value, then
reduce the predicted wave period to this value. The wave height may be found by
noting the dimensionless fetch associated with the limiting wave period and
substituting this fetch for the actual fetch in the wave growth calculation.

Step 4:  If the predicted wave period is less than the limiting value, then retain the
deepwater values from (2).

Step 5:  If wave height exceeds 0.6 times the depth, wave height should be limited to 0.6
times the depth.

c. Parametric prediction of waves in hurricanes.

(1) As shown in Table II-2-2, waves from tropical storms, hurricanes, and typhoons
represent a dominant threat to coastal and offshore structures and activities in many areas of the
world. In this section, the generic term “hurricane” refers to all of these classes of storms. As
pointed out previously in this chapter, the only distinction between tropical storms and
hurricanes/typhoons is storm intensity (and somewhat the storm’s degree of organization). The
only distinction between hurricanes and typhoons is the point of origin of the storm.

(2) Spectral models have been shown to provide accurate estimates of hurricane wave
conditions, when driven by good wind field information (Ward et al. 1977; Corson et al. 1982;
Szabados 1982; Cardone 1992; Hubertz 1992). Numerical spectral models can be run on most
available PCs today, so there is little motivation to not use such models in any application with
significant economic and/or safety implications. However, certain situations remain in which a
parametric hurricane wave model may still play an important role in offshore and coastal
applications. Therefore, some documentation of parametric models is still included in this manual.

(3) In general, parametric prediction methods tend to work well when applied to phenomena
that have little or no dependence on previous states (i.e., systems with little or no memory). A good
example of such a physical system is a hurricane wind field. It has been demonstrated (Ward et al.
1977) that hurricane wind fields can be well-represented by a small number of parameters, because
winds in a hurricane tend always to remain very close to a dynamic balance with certain driving
mechanisms. On the other hand, waves depend not only on the present wind field but also on earlier
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wind fields, bathymetric effects, pre-existing waves from other wind systems, and in general on the
entire wave-generation process over the last to 12- to 24-hr.  Thus, parametric models do not work
well for all hurricanes, but do provide accurate results when the following criteria are met for an
interval of about 12- to 18-hr prior to the application of a parametric model:

e Hurricane intensity (maximum velocity) is relatively constant.

e Hurricane track is relatively straight.

e Hurricane forward speed is relatively constant.

e Hurricane is not affected by land or bathymetric effects.

e No strong secondary wind and/or wave systems affect conditions in the area of interest.

(4) In certain situations, where there is a lack of detail on the actual characteristics of a
hurricane (such as in hurricane forecasts, older historical storms, hurricanes in some regions of the
world where meteorological data are sparse), parametric models may provide accuracies equal to
those of spectral models, provided that land effects and bathymetric effects are minimal.
However, even when these criteria are met, situations where secondary wind and/or wave systems
can seriously affect wave conditions in an area should be avoided. Examples of this occur when
large-scale pressure gradients (monsoonal or extratropical) significantly affect the shape and/or
wind distribution of a hurricane. Winds and waves in such a storm will not be distributed in a
manner consistent with the assumptions made in this section.

(5) Young (1987) developed a parametric wave model based on results from simulations
with a numerical spectral model. His results show that there is a strong dependence of wave
height on the relative values of maximum wind speed and forward storm velocity (Figure 11-2-27).
These results can be used to estimate the maximum value of H,,o1n a hurricane. The distribution
of wave heights within a hurricane is also affected by the ratio of maximum wind speed to forward
storm velocity; however, in an effort to simplify applications here, only one chart is presented
(Figure 11-2-28). This chart is characteristic of storms with strong winds (maximum wind speed
greater than 40 m/sec) and slow-to-moderate forward velocities (Vyless than 12 m/sec).

2-3. Coastal Wave Climates in the United States.

a. Introduction.

(1) Coastal wave climates around U.S. coastlines are extremely varied. Past studies such as
that by Thompson (1977) have relied primarily on measured wave conditions in coastal areas to
specify nearshore wave climates. However, we now know that coastal wave heights can vary
markedly as a function of distance offshore, degree of coastal sheltering, and various wave
transformation factors. This means that measured waves in nearshore areas represent site-specific
data. Also, even though measurements in U.S. waters have proliferated, they still do not offer
comprehensive coverage. Because of these inherent difficulties in using measurements for a
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national climatology, hindcast information is used in this section to describe a general coastal wave
climate. This is not meant to be interpreted that such models produce information that is as accurate
as wave gauges or in any other way superior to wave measurements; but merely that they represent a
consistent, comprehensive database for examining regional variations. In the near future, data
assimilation methods will combine measurements and hindcasts into a unified database.

(2) Inthis section, typical wave conditions and storm waves for each of four general coastal
areas will be described, along with some of the important meteorological systems that produce
these waves. The areas covered here include all coastal areas within the United States, except for
Alaska and Hawaii. The wave information presented in Tables II-2-3 through II-2-6 is based on
numerical hindcast data provided by the USACE Engineer Research and Development Center’s
Coastal and Hydraulics Laboratory’s Wave Information Study (WIS).

(3) WIS has undergone significant changes since its inception. The original wave
estimates were documented in a WIS Report Series. This method has been replaced with posting
the long-term wave estimates on the WIS Website (http://wis.usace.army.mil/). The WIS effort
strives to provide high-quality, long-term wave estimates for all US coastlines including the Great
Lakes. It allows incremental and large-scale changes to the data base. Wind field generation
techniques, wave models, computational platforms continue to improve, and WIS takes advantage
of these improvements. In so doing the hindcast estimates will periodically change, whether in
the length of record, implementation of new wave models, or faster computational resources that
allow the use of increased grid resolutions. In order to retain a consistent hindcast, entire domains
(e.g. Atlantic, Gulf of Mexico, Pacific or any of the Great Lakes) are re-generated, not just a part of
one. However, to ensure continuity in the long-term hindcast record, incremental extensions (1 to
2 years) use identically derived wind fields and the same wave modeling technology as used in the
hindcast being extended. At the present time the WIS effort has replaced the original Atlantic,
Gulf of Mexico, Pacific, and Great Lakes hindcasts from 1979/1980 through 2010 (with plans to
extend through 2012 for all domains). Posting the WIS hindcast assures users access to the most
recent wave estimates and standard products to conduct their individual studies. The WIS
hindcast of the Alaska coast north of the Aleutian Islands extending to 65-deg north has been
incrementally extended through 2011. The Hawaiian Islands region was also recently resolved in
the WIS hindcast study. A recent WIS Pacific Ocean Hindcast update (2011) used a higher
resolution (0.25-deg) grid system surrounding the island chain, which improved the wave
estimates because it accounts for the smaller scale islands in the domain. Both sets of wave
estimates can be accessed from the WIS Web site. No discussion of the Alaska or Hawaii data is
given.

(4) It should be noted that this information is very generalized. Waves at a specific site
can vary from these estimates due to many site-specific factors, such as: variations in exposure to
waves from different directions (primarily related to offshore islands and coastal orientation),
bathymetric effects (refraction, shoaling, wave breaking, diffraction, etc.), interactions with
currents near inlets or river mouths, and variations in fetches for wave generation.

(5) Figure 11-2-29 provides the locations of reference sites along U.S. coastlines that will
be used in subsequent parts of this section. A nominal depth of 20 m is assumed for these sites.
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Note that the data in Tables II-2-3 through II-2-6 came from an older WIS database and are shown
for example only.
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Figure [I-2-27. Maximum value of H,, in a hurricane as a function
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Figure 11-2-28. Values of H,,0/H0 max plotted relative to center of
hurricane (0, 0).

I1-2-55



EM 1110-2-1100 (Part II)
Change 4
30 Sep 15

120° 110° 100°

50°

40
8
°

3231,_: ‘ =,
N

30°
0E

16% ® 15
1000 0 1000 Kilometers

N vle .

120° 110 100° 80° 70°

Figure II-2-29. Reference locations for Tables II-2-3 through I1-2-6.
b. Atlantic coast.

(1) Table II-2-3 provides wave information for the Atlantic coast. Mean wave heights are
fairly consistent along the entire Atlantic coast (0.7 to 1.3 m); however, the overall distribution
suggests a subtle multi-peak pattern with maxima at Cape Cod (1.3 m) and Cape Hatteras (1.2 m)
and possibly a third peak in the vicinity of Cape Canaveral (1.1 m). These peaks are superimposed
on a pattern of slight overall decreasing wave heights and as one, moves from north to south. Mean
wave periods exhibit a relatively high degree of consistency along the entire Atlantic coast, varying
only between 6.4 and 7.4 sec, except along the extreme southern part of Florida. The modal
direction of the waves is taken here as the 22.5-deg direction class with the highest probability and
appears to be primarily a function of coastal exposure.
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Wave Statistics in the Atlantic Ocean

Table I1-2-3.
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EXAMPLE PROBLEM II-2-7
FIND:

The significant wave height at the end of this fetch, assuming that the duration of the wind is
sufficient to generate fetch-limited waves (from Figure 11-2-3, this is found to be greater than
about 1.25 hr).

GIVEN:

A constant wind speed of 15 m/sec over a fetch of 10 km in a basin with a constant depth of
3 m. (Note: as pointed out in the previous section on winds, wind speeds tend to increase with
fetch over a fetch of this size, so care should be taken in estimating this wind speed).

SOLUTION:
OPTION 1 - Use ACES

OPTION 2 - From Figure 11-2-24 the fetch-limited peak wave period is about 2.7 sec, from
Equation [1-2-39, the limiting wave period in 3 m is 5.4 sec; therefore, T,= 2.7 sec and H»,=1.0
m (deepwater values).

EXAMPLE PROBLEM I1-2-8
FIND:
The significant wave height at the end of this fetch.
GIVEN:

A constant wind speed of 25 m/sec over a fetch of 50 km in a basin with a constant depth of
1.6 m.

SOLUTION:
OPTION 1 - Use ACES

OPTION 2 - From Figure 11-2-24, the fetch-limited peak wave period is about 5.8 sec, from
Equation 1I-2-39, the limiting wave period in 1.6 m is 4.0 sec; therefore, the waves stopped
growing at this limit. This corresponds to a fetch of 20 km at this wind speed; thus, the final
values of T,and Hpgare 4.0 sec and 2.1 m (using the 20-km fetch and 25-m/sec wind speed in
Figure 1I-2-23). However, this value exceeds 0.6 times the depth, so the final answer should be
0.8 m. The wave height is limited in this example to be half the water depth. In shallow depths,
this is a reasonable approximation.
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(2) These results appear consistent with the mean storminess expected in these Atlantic
coastal regions. In the northern portion of the Atlantic coast, the primary source of large waves is
migratory extratropical cyclones. Between storm intervals in this region, waves come primarily
from swell propagating from storms moving away from the coast. Due to this direction of storm
movement, the swell from these storms is usually not very large (less than 2.0 m). As one moves
southward past Cape Hatteras, waves from high-pressure systems (both migratory and
semipermanent) begin to become dominant in the wave population. Once south of Jacksonville, the
wave climate is typically dominated by easterly winds from high pressure systems, with a secondary
source of swell from northeasters. Farther south, as one approaches Miami, the Bahamas provide
considerable shelter for waves approaching from the east. In coastal areas without significant
swell, sea breeze winds can play a significant role in producing coastal waves during afternoon
periods. This situation occurs over much of the U.S. east coast during intervals of the year.

(3) The 90" percentile wave heights can be considered as representative of typical large
wave conditions. As can be seen here, this wave height varies from 1.9 to 2.4 m along the New
England region down to 1.4 to 1.9 m along the Florida coast. As was seen in the distribution of
mean wave heights, the overall pattern appears to have maxima at Cape Cod (2.4 m), Cape
Hatteras (2.1 m), and Cape Canaveral (1.9 m). The associated periods are very consistent along
most of the Atlantic coast (8.5 to 9.9 sec) except for the southern half of Florida, where the periods
are somewhat lower (6.2 to 7.7 sec). Directions of the 90™ percentile wave reflect the general
coastal orientation.

(4) Extreme waves along the Atlantic coast are often produced by both intense extratropical
storms and tropical storms. Table II-2-3 does not provide any information that extends into the
return period domain dominated by tropical storms; consequently, this table can be regarded as
actually providing information only on extratropical storms. Since this table is not intended to be
used directly for any coastal design considerations, information on large-return-period storms is
specifically excluded.

(5) The 5-year wave heights presented in Table I1-2-3 can be considered as representing
typical large storms that might affect short-term projects (beach nourishment, dredging operations,
sand bypassing, etc.). Values of the 5-year wave height range from generally greater than 6.0 m
north of Long Island to only 4.2 m in the Florida Keys. Again, north to south decreasing maxima
appear in the regions of Cape Cod (6.7 m), Cape Hatteras (5.9 m), and Cape Canaveral (4.9 m).
Associated wave periods are generally in the range of 11 to 13 sec, except for the Florida Keys site,
where this period is only 9.5 sec.

(6) Various types of extratropical storms have wreaked havoc along different coastal areas.
These storms range from “bombs” (small, intense, rapidly developing storms) to large
almost-stationary storms (developing typically after a change in the large-scale global circulation).
Bombs produce higher wind speeds (sustained winds can exceed 70 knots) but due to fetch and
duration considerations, the larger, slower-moving storms produce larger wave heights (a measured
H,,, greater than 17 m south of Nova Scotia in the Halloween Storm 1991). Other examples of
classic storms along the U.S. east coast include the Ash Wednesday Storm of 1962 (affecting mainly
the mid-Atlantic region), the Blizzard of 1978 (affecting mainly the northeastern states), and the
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Storm of March 1993, which affected most of the U.S east coast. This last storm has been called the
“Storm of the Century” by some; however, it is by no means the worst storm in terms of waves for
most areas along the east coast in this century. In fact, along much of the Atlantic coast, the wind
direction was toward offshore; consequently, there was almost no wave action at the coast in many
locations. Farther offshore the situation was considerably different and many ships and boats were
lost.

(7) Hurricanes can also produce extreme wave conditions along the coast. Particularly at
the coast itself where storm surges of 10 ft or more can accompany waves, hurricane waves
represent an extreme threat to both life and property. An excellent source of hurricane
information is the HURDAT database available from the National Oceanic and Atmospheric
Administration (NOAA) website. This database contains storm tracks, maximum wind speeds,
central pressures, and other parameters of interest for all hurricanes affecting the United States
since 1876. The effects of Hurricanes Hugo in 1988 and Andrew in 1992 have shown the
tremendous potential for coastal destruction that can accompany these storm systems in southern
reaches of the Atlantic coast. The effects of the Hurricane of 1933 in New England and Hurricane
Bob in 1990 show that even farther north, the risk of hurricanes cannot be neglected.

c. QGulf of Mexico.

(1) Table I1-2-4 shows the same information for the U.S. Gulf coast as was given in Table
II-2-3 for the Atlantic coast. Mean wave heights for this coast are often considered to be
considerably lower than those on the Atlantic coast; however, as can be seen in this table, this is
not evident in the wave data. In fact, mean wave heights near Brownsville are larger than
anywhere on the Atlantic coast. The reason for this is that the mean wind direction in this location
is directed toward land, whereas, along the Atlantic coast the mean wind direction is directed away
from land except for areas south of Jacksonville, FL. Mean wave heights generally decrease
eastward to the Appalachicola area and then remain fairly constant southward to the Florida Keys.

(2) Many of the larger waves in the Gulf of Mexico are generated by storms centered well
to the north over land. Thus, large waves can be experienced at offshore sites even when
conditions along the coast are quite calm. Typical day-to-day wave conditions in many coastal
areas are produced by a combination of relatively small synoptic-scale winds and sea-breeze
circulations. As noted in Table I1-2-2 in this section, these waves are rarely very large. At times,
the Gulf of Mexico comes under the influence of large-scale high pressure systems, with winds
blowing from east to west across much of the Gulf. These winds are primarily responsible for the
higher wave conditions in the western Gulf. Due to the lack of strong storms centered within the
Gulf, there is little or no swell reaching Gulf shorelines, with the notable exception being swell
from remote tropical systems. Consequently, except for the extreme western Gulf of Mexico,
mean wave periods tend to be somewhat smaller than those along the Atlantic coast (4.0 to 6.0
sec).

(3) The 90" percentile wave heights indicate that typical large wave conditions along the

coast are only about 50 percent larger than the mean wave heights (compared to about a 100-percent
factor for the Atlantic coast). This is consistent with the idea that the Gulf of Mexico is, in fact, a
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calmer basin than the Atlantic. These wave heights in the Gulf vary from a maximum of 1.5 m near
Brownsville to 1.2 m along Florida’s west coast. Associated wave periods range from 6.0 to 8.0
sec.

(4) Values of the 5-year wave heights in the Gulf of Mexico vary from 3.2 m along the west
coast of Florida to 4.6 m near Brownsville. Associated wave periods vary between 9.0 and 10.5
sec. Some of the higher non-tropical waves in the Gulf of Mexico are generated by wind systems
called “Northers.” Because these winds blow out of the north, they typically do not create
problems at the coast itself, but can produce large waves offshore. Occasionally an extratropical
cyclone will develop within the Gulf. One example, the intense storm of 10-13 March 1993 (the
so-called “Storm of the Century”), produced high surges and large waves along extensive portions
of Florida’s west coast. Damages and loss of life from this storm demonstrated that, although
rare, strong extratropical storms can still be a threat to Gulf coastal areas.

(5) The primary source of extreme waves in the Gulf of Mexico is hurricanes. Hurricanes
Betsy (1965), Camille (1969), Carmen (1975), Frederick (1979), Alicia (1985), Andrew (1992),
Katrina (2005) and Rita (2005) have clearly shown the devastating potential of these storms in the
Gulf of Mexico. Even though shallow-water effects may diminish coastal wave heights from the
values listed in Table II-2-2, wave conditions are still sufficient to control design and planning
considerations for most coastal and offshore structures/facilities in the Gulf.

d. Pacific coast.

(1) Table II-2-5 provides information for the Pacific coast that is comparable to that
presented in Tables II-2-3 and II-2-4 for the Atlantic and Gulf of Mexico coasts, respectively.
The Pacific coast is very different from the east coast in that wave-producing storms within the
Pacific Ocean are travelling toward this coast. This means that the west coast typically has a
much richer source of swell waves than do other U.S. coastal areas. As can be seen by
comparison to the Atlantic coast results (Table 11-2-3), this results in higher wave conditions along
the Pacific coast, with mean wave heights ranging from 2.5 m near the Mexican border to 3.2 m
near the Canadian border. This difference is also reflected in the mean periods along these coasts,
which vary from 9.6 to 12.1 sec. During (Northern Hemisphere) summer months, storm tracks
usually move far to the north and storms are less intense. Consequently, swell from mid-latitude
storms in the Northern Hemisphere diminish in size and frequency, allowing swell from tropical
storms spawned off the west coast of Mexico and from large winter storms in the Southern
Hemisphere to become important elements in the summer wave climate.

(2) Typical winter storm tracks move storm centers inland in the region from northern
California to the Canadian border. Hence, large waves in these regions frequently come in the
form of local seas. South of San Francisco, local storms strike the coast with less frequency; thus,
many of the large waves in this area arrive in the form of swell. Many notable exceptions to this
general rule of thumb can be found in the late 1970s and 1980s, however. In particular, the storm
of January 1989 moved across the California coast in the vicinity of Los Angeles and caused much
damage to southern California coastal areas.
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(3) The 90™ percentile wave heights along the Pacific coast are about twice their Atlantic

In the southern California region, these values are typically in the 3.9- to

coast counterparts.

Table II-2-4. Wave Statistics in the Gulf of Mexico
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4.2-mrange. As one moves northward, the 90" percentile wave height increases to a maximum

of about 5.4 m along the coast of Washington. Periods associated with these waves tend to be

quite long, ranging between 11 and 14 sec.

Table 11-2-5 Wave Statistics in the Pacific Ocean
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(4) The 5-year wave heights in the southern California region are comparable to those

found along the New England coast on the Atlantic (6.8-6.9 m compared to 6.7 m). However,

associated periods are considerably longer (16.8 sec compared to 12-13 sec). As one moves

Periods of these large waves tend to fall in the 14- to 16-sec range.

northward, these wave heights increase to levels greater than 10 m along much of the coast north of

the California-Oregon border.

(5) Although many studies have dismissed the importance of tropical storms to the extreme
wave climate along the Pacific coast, at least one tropical storm has moved into the Los Angeles

I1-2-64



EM 1110-2-1100 (Part II)
Change 4
30 Sep 15

basin during the 20™ century, suggesting that this threat is not negligible. Given the curvature of
the coast and the water temperatures north of Point Conception, it is unlikely that tropical storms
can produce a significant threat at coastal sites north of this point; however, south of this point it is
important to include tropical storms in any design and planning considerations.

e. Qreat Lakes.

(1) Table II-2-6 provides comparable information for the Great Lakes as provided for
previous coastal areas in Tables II-2-3 through I1-2-5. Wave conditions within the Great Lakes are
strongly influenced by fetches aligned with the dominant directions of storm winds. These winds
are mainly produced by extratropical storms moving across the Great Lakes region. Table II-2-6
compares the largest 50-year (return period) wave heights for each lake. Because strong storms are
infrequent in late spring through early autumn, this interval is usually relatively calm along most
shores. During the period from mid-autumn until ice reduces wave generation, the largest waves
are generated. Again in the spring, after the ice has thawed, large waves (although usually
significantly smaller than waves in autumn) can be generated and can affect coastal areas.

(2) Mean lake level is an issue of critical concern in the Great Lakes. These levels have
fluctuated considerably through recorded history in response to periods of low and high
precipitation in the general geographic area. Critical design criteria for many Great Lakes coastal
areas are defined by the superposition of high waves (generated by extratropical storms) on top of
high mean lake levels and storm surges.

2-4. Additional Example Problem.

(1) Example problem I1-2-9 demonstrates use of assumptions in simplified wave
predictions.
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EXAMPLE PROBLEM II-2-9

FIND:

The significant wave height and spectral peak wave period generated by a mean wind speed of
30 m/sec over a fetch of 50 km. (Work the problem in metric units.)

SOLUTION:

Step 1. Check required wind duration. Given that x is the fetch in meters, g is the acceleration
due to gravity in meters/second-squared, uq is the wind speed in meters/second, we have

X0 (50,000)

t, =717123———==7723—n—"—
x,u uf(,)34g033 300.349.82033

0.67

=16,087s =4.47hr

If the wind duration is equal to or longer than this than a fetch-limited situation exists.
Step 2. Estimate friction velocity. First, estimate the coefficient of drag as

C,~0.001(1.14+0.035u,, );
Then, estimate the friction velocity as

u. =+JCpuy, =+/0.00215x30 =1.39m / s

Step 3. Estimate Significant Wave Height. Estimate nondimensional fetch as

$=8 98252299 _ 554,100
u; (1.39)
Estimate nondimensional wave height as
[:ImO :j’ljeml;
1, =0.0413;
1 .
my :E,

1
H,,=0.0413x(2.54x10°)2 =20.8;

2
A U,
HmO = ]_ImO><

(1.39)°
=20.8x——“-=4.1m
9.82

Step 4. Estimate Spectral Peak Period. Since we already have calculated the nondimensional

fetch in Step 3, we can proceed to estimate the nondimensional spectral peak period:
7, =&l _ ]
u*

4, =0.751
1
m2 :§

A

1
T,=0.751x(2.54x10° )3 =475

u,  47.5%1.39
g 9.82

T, =T, —6.7s

T=2-00
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2-6. Definitions of Symbols.

oo = Equilibrium coefficient

y = Peak enhancement factor used in the JONSWAP spectrum for fetch-limited seas)
AT = Air-sea temperature difference [deg °C]
Ome: = Measured wind direction in standard meteorological terms (Equation II-2-14) [deg]
0,c = Measured wind direction in a Cartesian system with the zero angle wind blowing toward

the east (Equation II-2-14) [deg]

A = Dimensionless constant in determining the height of the atmospheric boundary layer
(Equation 11-2-12)

A1.s = Dimensionless empirical coefficients used in empirical wave predictions
pa = Mass density of air [force-time2/length4]
pw = Mass density of water (salt water = 1,025 kg/m3 or 2.0 slugs/ft3; fresh water =

1,000kg/m3 or 1.94 slugs/ft3) [force-time2/length4]

o = Dimensionless spectral width parameter
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Wind stress [force/length®]

Dimensionless universal function characterizing the effects of thermal stratification
Angular velocity of the earth (= 0.2625 rad/hr = 7.292x10-5 red/sec)

Scaling parameter in the Holland wind model [length]

Dimensionless parameter that controls the peakedness of the wind speed distribution in
the Holland wind model

Particle velocity [length/time]

Coefficient of drag for winds measured at 10-m [dimensionless]
Coefficient of drag for winds measured at level z [dimensionless]
Base of natural logarithms (= 2.718)

Spectral energy density [length/hertz]

Coriolis parameter (=2 T sin N = 1.458 x 10-4 sin N), where N is geographical latitude
[sec-1]. Also, f=frequency [Hz] =

Peak frequency of the spectral peak

Limiting frequency for a fully developed wave spectrum (Equation 11-2-32)
Gravitational acceleration [length/time2]

Height of the boundary layer (Equation 11-2-12) [length]

Dimensionless wave height (Equation I1-2-22)

Height of the land barrier [length]

Energy-based significant wave height [length]

Stable wave height (Equation 11-4-14) [length]

Fully developed wave height (Equation 1I-2-30) [length]

Dimensionless von Karman’s constant (approximately equal to 0.4). Also, k = wave
number [length-1] defined as = where L = wave length [length]

Parameter that represents the relative strength of thermal stratification effects [length]
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mps =
o =
p =
Pe =

Pn =

RL =

Rmax =

RO =

RT =
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Dimensionless empirical exponents used in empirical wave predictions
The subscript 0 denotes deepwater conditions

Pressure at radius 7 of a storm [force/length2]

Central pressure in the storm [force/length2]

Ambient pressure at the periphery of the storm [force/length2]
Arbitrary radius [length]

Radius of curvature of the isobars [length]

Ratio of over water windspeed, UW to over land windspeed, UL as a function of over
land windspeed (Figure 11-2-7)

Distance from the center of the storm circulation to the location of maximum wind
speed (Equation I1-2-20) [length]

Rossby radius of deformation (Equation II-2-1) [length]

Amplification ratio (Figure 11-2-8), ratio of wind speed accounting for effects of airsea
temperature difference to wind speed over water without temperature effects

Duration [time]

Air temperature [deg C]

Limiting wave period (Equation I1-2-39) [time]

Water temperature [deg C]

Time required for waves crossing a fetch (Equation I1-2-35) [time]
Wind speed [length/time]

Estimated wind speed of any duration [length/time]

Cyclostrophic approximation to the wind speed [length/time]
Fastest mile wind speed [length/time]

Geostrophic wind speed (Equation I1-2-10) [length/time]

Gradient wind speed (Equations I1-2-11 and I1-2-18) [length/time]
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U, = Wind speed over land [length/time]
Unax = Maximum velocity in the storm (Equation II-2-21) [length/time]
U; = Wind speed of any duration [length/time]
Uy = Wind speed over water [length/time]
U, = Wind speed at height z above the surface (Equation I1-2-3) [length/time]
u+/U« = Wind friction velocity [length/time]
We = Wind speed accounting for effects of air-sea temperature difference [length/time]
Ww = Wind speed over water without temperature effects [length/time]
X = Straight line distance over which the wind blows [length]

Zp Roughness height of the surface [length]
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Chapter 11-3
Estimation of Nearshore Waves

11-3-1. Introduction

a. Background.

(1) Coastal engineering considersproblemsnear theshorelinenormally inwater depthsof lessthan 20 m.
Project designs usually require knowledge of thewavefield over an areaof 1-10 km?in which the depth may
vary significantly. Additionally, study of shoreline change and beach protection frequently requiresanaysis
of coastal processesover entirelittoral cells, which may span 10-100 kmin length. Wave data are generally
not available at the site or depths required. Often a coastal engineer will find that data have been collected
or hindcast at sites offshore in deeper water or nearby in similar water depths. This chapter provides
procedures for transforming waves from offshore or nearby locations to nearshore locations needed by the
engineer.

(2) Understanding the processes that affect coastal waves is essential to coastal engineering. Waves
propagating through shallow water are strongly influenced by the underlying bathymetry and currents
(Figurell-3-1). A sloping or undulating bottom, or abottom characterized by shoals or underwater canyons,
can cause large changesin wave height and direction of travel. Shoals can focuswaves, in some cases more
than doubling wave height behind the shoal. Other bathymetric features can reduce wave heights. The
magnitude of these changesis particularly sensitive to wave period and direction and how the wave energy
isspread in frequency and direction (Figure 11-3-2). In addition, wave interaction with the bottom can cause
wave attenuation. The influence of bathymetry on local wave conditions cannot be overstated as a critical
factor in coastal engineering design.

(3) Wave height isoften the most significant factor influencing aproject. Designing with awave height
that is overly conservative can greatly increase the cost of a project and may make it uneconomical.
Conversely, underestimating wave height could result in catastrophic failure of a project or significant
maintenance costs. Approachesfor transforming wavesare numerousand differ in complexity and accuracy.
Consequently transformation studies require careful analysis. They are but one part of selecting project
design criteria, which will be treated in Part 11-9.

(4) Wavetransformation acrossirregular bathymetry iscomplex. Simplifying assumptions admit valid
and useful approximationsfor estimating nearshorewaves. After thisintroduction, abasic principlessection
providesan overview of the theoretical basisfor wave transformation analyses, followed by devel opment of
asimple method for refraction and shoaling estimates. Transformation of irregular wavesisthen discussed.
Next, advanced wave transformation model s currently used by the Corps of Engineersare discussed. A final
section provides guidance on selecting the approach used in cal culating wave transformation. This chapter
is primarily directed at open coast wave problems excluding structures such as breakwaters or jetties.
Analyses involving structures are provided in Part 11-7.

b. Practical limitations.

(1) Thepurpose of this chapter isto provide methodsfor estimating waves at one site given information
at another. The assumption made isthat the wave information used asinput to the analysisis characteristic
of the waves that would propagate to the site. In each case, the engineer should assure that there is no
limitation of fetch, sheltering of waves, or oddness of bathymetry that would make sel ection of theinput site
inappropriate.
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Figure 11-3-1. Waves propagating through shallow water influenced by the underlying bathymetry and
currents

(2) For most of the open U.S. coastline, Wave Information Study data or data from gauges provide
adequate spacing of sites along the coast to give estimates of the wave climate that can be used asinput to
nearshore transformation studies. 1n other places or for simulation of a specific event, a special hindcast of
the deepwater wave climate may be required to provide input for atransformation analysis.

c. Importance of water level. Near the coast, variable water depths can produce major variations in
wave conditions over short distances. Theimportant physical parameter is the depth of the water on which
the surface waves aretraveling. In nature, water depth isnot a constant: it varies with tide stage, hurricane
or extratropical storm surge, or for a variety of other reasons (Part 11-5). These variations in water level
influence wave breaking. Hence, any study of wave transfor mation must account for expected water levels
for the site and the situation of interest.
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Figure 1I-3-2.  Amplification of wave height behind a shoal for waves with different
spreads of energy in frequency and direction

d. Roleofgauging. Theproceduresdescribed hereare needed becauselong-termsite-specific dataoften
do not exist. If time and funding are available, a short-term gauging program should be considered. A
gauging program can help in two ways:

(1) It may provide asimple statistically based transformation procedure.
(2) It can beused to validate/calibrate a numerical model as atransformation procedure for the project.

Even a few months of gauge data can be a significant complement to any wave-transformation analysis.
Short-term gauging is generally not useful in providing, by itself, a design-wave height.

e. Physical modeling. Thischapter emphasizes cal cul ation proceduresfor estimating nearshorewaves.
However, some sites are so complicated that a physical model of the site may be required to determine the
wave conditions. Physical modeling is awell-established procedure for analysis of wave propagation and
breaking effects and is particularly useful in analysis of the effects of structures on thewavefield. Physical
modeling is not useful for evaluating bottom friction or percolation effects or inclusion of wind inputs.
Because of scaling limitations and costs, physical models are generally used for small areas (afew square
kilometersor less). If strong currentstransverseto awavefield are present, such asat atidal inlet, aphysical
model may be the only dependable method for estimating the wave field.
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11-3-2. Principles of Wave Transformation

a. Introduction.

(1) Inthissection, the scientific principles governing the transformation of waves from deep water to
shallow will be presented in sufficient detail to highlight critical assumptions and simplifications.
Unfortunately, the problem is so complex that detailed computations require use of complicated numerical
models whose background and implementation are beyond the scope of the Coastal Engineering Manual.
This chapter provides the principles of wave transformation, a simplified approach, and an introduction to
three numerical models used by the Corps of Engineers.

(2) Processesthat can affect awave as it propagates from deep into shallow water include:
(a) Refraction.

(b) Shoaling.

(c) Diffraction.

(d) Dissipation dueto friction.

(e) Dissipation due to percolation.

(f) Breaking.

(g) Additional growth due to the wind.

(h) Wave-current interaction.

(i) Wave-wave interactions

Thefirst three effects are propagation effects because they result from convergence or divergence of waves
caused by the shape of the bottom topography, which influencesthe direction of wavetravel and causeswave
energy to be concentrated or spread out. Diffraction also occurs due to structures that interrupt wave
propagation. The second three effects are sink mechanisms because they remove energy from the wavefield
through dissipation. The wind is a source mechanism because it represents the addition of wave energy if
wind is present. The presence of alarge-scale current field can affect wave propagation and dissipation.
Wave-wave interactions result from nonlinear coupling of wave components and result in transfer of energy
from somewavesto others. The procedures presented will stop just seaward of the surf zone, whichistreated
in Part -4, “ Surf Zone Hydrodynamics.”

b. Wave transformation equation.

(1) Thegenera problem of wavetransformationwill beintroduced interms of the concept of directional
wave spectra discussed in Part 11-1 and I1-2. Adopting the notation of Part 11-2, consider a directiona
spectrum E(x,y,t.f,0) wheref,d representsaparticul ar frequency-direction component, X,y representsalocation
in geographic space, and t represents time. The waves are propagating over a region with varying water
depths with no current. Water level will not be time-dependent in the following analyses. Structures are not
considered. The general equation used to estimate wave transformation is the radiative transfer equation
introduced in Part 11-2.

w +V: [Cg(X,y’f) E(X’y1t’f,e)] = SN + Sn + SD + S: + SD (”-3-1)
A B c D E F G
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(2) Although multidimensional, this equation isfundamentally simple. Term A representsthe temporal
rate of change of the spectrum, term B represents the propagation of wave energy, term C represents inputs
from the wind, term D represents the redistribution of wave energy between different wave components that
arisefrom nonlinearities of the waves, term E represents dissipation due to breaking, term F represents|osses
dueto bottom friction, and term G represents | osses due to percol ation. Many different algebraic forms have
been suggested for the various S; three references that provide examples are WAMDI (1988), Sobey and
Y oung (1986), and Y oung (1988). Since they are complicated and cannot be used in manual computations,
their algebraic formisnot provided here. More detailed discussion of spectral wave mechanicsmay befound
in Leblond and Mysak (1978), Hassel mann (1962, 1963a, 1963b), Hasselmann et al. (1973), Barnett (1968),
Phillips (1977), Resio (1981), WAMDI (1988), and in Parts I1-1 and 11-2.

(3) Surfacewave motions produce avelocity field that extendsto some depth in thewater column. This
depth for adeepwater waveis L/2 where L isthe deepwater wave length. If the water depthislessthan L/2,
the motion extendsto the bottom. In caseswherethe wave motion interactswith the bottom, several physical
changes occur asshownin Part 11-1: the celerity C and group velocity C, are changed, asisthe wavelength.
If the waves are propagating in a region in which the depths are variable (and sufficiently shallow so that
the wave interacts with the bottom), the changes in wave speed change the direction of wave travel
and change the amplitude of the wave (refraction and shoaling). If the patterns of wave propagation
lead to strong focusing of waves, wave energy may be radiated away from the convergence by diffraction
(Penny and Price 1944; Berkhoff 1972). Theinteraction of the wave with the bottom produces a boundary
layer, which will result in the loss of wave energy to the bed due to bottom friction (Term F) resulting from
bottom materialsand bed forms (Bagnold 1946). If thebedisreasonably porous, the pressurefield associated
with the passing wave can induce flow into and out of the bed (Bretschneider and Reid 1953), resulting in
energy losses due to percolation (Term G). |f the bed is muddy or visco-elastic other losses may occur
(Forristall and Reece 1985). Typically, only one of the bottom loss mechanismsis dominant at one locality
although in a large, complicated area a variety of bottom types may exist with differing mechanisms
important at different sites along the path of wave travel. However, the bottom-loss terms are often not
applied becauseinadequateinformationisavailableon bottom-material compositionto allow their proper use.

(4) Wind input, interwave transfers, and breaking follow the principles outlined in Part I1-2, though
modified due to depth effects. Of the three, wave breaking is most affected by depth. If shoals exist,
depth-induced breaking may be significant even though it is outside of the surf zone. Surf zone wave
breaking is treated in Part 11-4. The effect of sporadic breaking of large waves on shoals or other depth-
related features outside the surf zone is not negligible in high sea states. Even in deep water, waves break
through whitecapping or oversteepening due to superposition of largewaves. Theinteraction of wavesand
an underlying current can result in refraction of the waves and wave breaking (Jonsson 1978; Peregrine
1976).

c. Types of wave transformation.
(1) Three classic cases of wave transformation describe most situations found in coastal engineering:

(@) A large storm generates deepwater waves that propagate across shallower water while the waves
continue to grow due to wind.

(b) A largestorm generateswindsin an arearemotefromthe site of interest and aswaves cross shallower
water with negligible wind, they propagate to the site as swell.

(c) Windblowsover an areaof shallow water generating wavesthat grow so large asto interact with the
bottom (no propagation of waves from deeper water into the site).
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(2) All casesareimportant, but thefirst and third are relatively complex and require a numerical model
for reasonable treatment. The second case, swell propagating across a shallow region, isaclassic building
block that has served as a basis for many coastal engineering studies. Often the swell is approximated by a
monochromatic wave, and simple refraction and shoaling methods are used to make nearshore-wave
estimates. Since the process of refraction and shoaling isimportant in coastal engineering, the next section
is devoted to deriving some simple approaches to illustrate the need for more complex approaches.

(3) Oftenitisnecessary for engineersto make a steady-state assumption: i.e., wave propertiesalong the
outer boundary of the region of interest and other external forcing are assumed not to vary with time. This
isappropriateif therate of variation of thewavefield intimeisvery slow compared to the time required for
the waves to pass from the outer boundary to the shore. If thisis not the case, then atime-dependent model
isrequired. Cases(a) and (c) would moretypically require atime-dependent model. Time-dependent models
arenot discussed here dueto their complexity. Examplesare described by Resio (1981), Jensen et al. (1987),
WAMDI (1988), Y oung (1988), SWAMP Group (1985), SWIM Group (1985), and Demirbilek and Webster
(1992a,b).

11-3-3. Refraction and Shoaling

In order to understand wave refraction and shoaling, consider the case of asteady-state, monochromatic (and
thereby long-crested) wave propagating across aregion in which thereis a straight shoreline with al depth
contours evenly spaced and parallel to the shoreline (Figure 11-3-3). In addition, no current is present. If a
wave crest initially has some angle of approach to the shore other than 0 deg, part of the wave (point A) will
bein shallower water than another part (point B). Becausethe depth at A, h,, islessthan the depth at B, h,
the speed of the wave at A will be slower than that at B because

C, - % tanh kh, < % tanh khg = Cy (11-3-2)

The speed differential along the wave crest causes the crest to turn more parallel to shore. The propagation
problem becomes one of plotting the direction of wave approach and calculating its height as the wave
propagatesfrom deep to shallow water. For the case of monochromatic waves, wave period remains constant
(Part 11-1). In the case of an irregular wave train, the transformation process may affect waves at each
frequency differently; consequently, the peak period of the wave field may shift.

a. Waverays.

(1) The wave-propagation problem can often be readily visualized by construction of waverays. If a
point on awave crest is selected and awave crest orthogonal is drawn, the path traced out by the orthogonal
as the wave crest propagates onshore is called aray. Hence, agroup of wave rays map the path of travel of
the wave crest. For simple bathymetry, a group of rays can be constructed by hand to show the wave
transformation, although it isatedious procedure. Graphical computer programs also exist to automate this
process (Harrison and Wilson 1964, Dobson 1967, Noda et al. 1974), but to alarge degree such approaches
have been superseded by the numerical methods discussed in Part 11, Section 3-5. Refraction and shoaling
analyses typicaly try to specify the wave height and direction along aray.
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SHORELINE

Figure 11-3-3.  Straight shore with all depth contours evenly spaced and parallel to
the shoreline

(2) Figurell-3-4 providesidealized plots of wave raysfor severa typical types of bathymetry. Simple
paralel contours tend to reduce the energy of waves inshore if they approach at an angle. Shoals tend to
focus rays onto the shoals and spread energy out to either side. Canyons tend to focus energy to either side
and reduce energy over the head of the canyon. The amount of reduction or amplification will depend not
only on bathymetry, but on the initial angle of approach and period of the waves. For natural sea states that
have energy spread over arange of frequenciesand directions, reduction and amplification are al so dependent
upon the directional spread of energy (Vincent and Briggs 1989).

(3) Refraction and shoaling have been derived and treated widely. The following presentation follows
that of Dean and Dalrymple (1991) very closely. Other explanationsare provided in Ippen (1966), the Shore
Protection Manual (1984), and Herbich (1990).

b. Sraight and parallel contours.

(1) First, the equation for specifying how wave angle changes along the ray is developed, followed by
the equation for wave height. The derivation is only for parallel and straight contours with no currents
present. The x-component of the coordinate system will be taken to be orthogonal to the shoreling; the y-
coordinate istaken to be shore-parallel. The straight and shore-parallel contours assumption will imply that
any derivative in the y-direction is zero because dh/dy is zero.

Estimation of Nearshore Waves 11-3-7
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Figure 1I-3-4. Idealized plots of wave rays
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(2) For amonochromatic wave, the wave phase function
Q xyt) = (kcosh + k sind - wt) (1-3-3)
can be used to define the wave number vector K by
k=vQ (11-3-4)
(3) SinceKk isavector, one can take the curl of K
Vxk=0 (11-3-5)

which is zero because K by definition is the gradient of a scaler and the curl of agradient is zero.
(4) Substituting the components of K, Equation I1-3-5 yields

o(k sinf) _ d(k cosh) _
X ay

(11-3-6)

(5) Sincethe problemisdefined to have straight and parallel contours, derivativesin they direction are
zero and using the dispersion relation linking k and C (and noting that k =2z/CT and wave period is constant)
Equation I1-3-6 smplifies to

dfsn) _ g (11-3-7)
dx\ C

or
SiLce = constant (11-3-8)

(6) Let C,bethe deepwater celerity of the wave. In deep water, sin (6,)/c,is known if the angle of the
wave is known, so Equation I1-3-8 yields

' sin 0
sno _ 0 (11-3-9)
C C,

aong aray. Thisidentity is the equivalent of Snell’s law in optics. The equation can be readily solved by
starting with a point on the wave crest in deep water and incrementally estimating the change in C because
of changesin depth. Thedirection o of wavetravel isthen estimated plotting the path traced by theray. The
size of increment is selected to provide a smooth estimate of the ray.

(7) The wave-height variation along the ray can be estimated by considering two rays closely spaced
together (Figure 11-3-5). In deep water, the energy flux (EC,), which is also EC;, across the wave crest
distance b, can be estimated by (ECn),b,. Considering alocation a short distance along the ray, the energy
flux is(ECn),b,. Sincetheraysare orthogonal to the wave crest, there should be no transfer of energy across
the rays and conservation principles give
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Figure 1I-3-5.  Wave-height variation along a wave ray
(ECn),b, = (ECn),b, (11-3-10)

(8) From Part I1-1, the height and energy of a monochromatic wave are given by

E - % pgH 2 (11-3-11)

and the wave height at location 1 is thus related to the wave height in deep water by

Co | bo
Hy o= H, |=—= |2 (11-3-12)
Cgl b,

(9) Thisequation isusualy written as
H, = Hy K, K, (11-3-13)

where K, is called the shoaling coefficient and K, is the refraction coefficient. From the case of simple,
straight, and parallel contours, the value at b, can be found from b,

b Y% (cos0,)= [1-sin?0,)|s
K -2z - 0|z _ [ 273" B0l (11-3-14)
b, cos 0, 1-sin? 0,
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by noting that ray 2 is essentially ray 1 shifted downcoast. For straight and parallel contours, Figure 11-3-6
is a solution nomogram. This is automated in the ACES program (Leenknecht, Szuwal ski, and Sherlock
1992) and the program NMLONG (Kraus 1991). Figurell-3-6 providesthe local wave angle K and KgKg
in terms of initial deepwater wave angle and d/gT2 Although the bathymetry of most coasts is more
complicated thanthis, these proceduresprovideaquick way of estimating approximatewave approach angles.

C. Realistic bathymetry.

(1) The previous discussion was for the case of straight and parallel contours. If the topography has
variations in the y direction, then the full equation must be used. Dean and Dalrymple (1991) show the
derivation in detail for ray theory in this case. Basicaly, the (x,y) coordinate system is transformed to (s,n)
coordinates where s is a coordinate along aray and n is a coordinate orthogonal to it. Algebraically, the
equation for wave angle can be derived in the ray-based coordinate system

® 1ok __1aC

= (11-3-15)
os kon Con
and the ray path defined by
ds
Y _c 11-3-16
o ( )
ax C cosb (1-3-17)
dt
D _ ¢ sno (11-3-18)
dt

(2) Equation|1-3-15representsthediscussion at the beginning of thissection; therateat which thewave
turns depends upon the local gradient in wave speed along the wave crest. Munk and Arthur's computation
for the refraction coefficient is more complicated: defining

1
K, - (1) 2 (11-3-19)
p

where 3 = b/b, then

d’p dp

— —+ =0 [1-3-20

o P P (11-3-20)
with

cosh dC _ sinb 9C

(11-3-21)
C o0Jx C oy

p(s) = -
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EXAMPLE PROBLEM 11-3-1
FIND:
Wave height H and angle 6 at water depths of 200, 100, 90, 80, 70, 60, 50, 40, 30, 20, 10, 16, 14, 12, 10, 8,
6, and 4 m for deepwater wave angles of 0°, 15°, and 45°.

GIVEN:
A wave 1 m high and 15-sec period in 500 m of water, with a plane, sloping beach.

SOLUTION:
Routine solutions for a plane beach can be obtained using the ACES wave transformation code, by direct
calculation, or graphically using Figure 11-3-6.

Table 11-3-1 provides the results obtained by directly using the ACES code. On a persona computer with a
486-level microprocessor, the results may be obtained in seconds.

For awave with a depth of 10 m and an initial wave angle of 45 deg, wave height and angle are calculated as
follows:

Since the deepwater wave length of a 15-sec waveis

L, = 1.56 T? = 1.56 (15)* = 351 m

and since 500 m isgreater than L/2, thegiveninitial waveisadeepwater condition. Thewavelength of thewave
in 10 m must be estimated from

and is 144 m (see Problem 11-1-1).

The shoaling coefficient K, can be estimated from

In deep water Cy, for a 15-sec waveis

Lo, -LaseT)-24 - 117 mis
2 2 2

The group velocity is given by

i(u 4rdiL )g_Ttanh(th)

2 sinh (4nd/L)) 2=
Substitution of d=10m, L = 144 m, T = 15 sec, and g = 9.8 m/sec? yields 9.05 m/s.

1
_(1L70)3 _ 444
9.05

. 1
1 - sin®, |5
1 - sin%,

(Continued)

S

Solution for K, involves
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Example Problem 11-3-1 (Concluded)

In deep water, 6 is 45 deg. From Equation I1-3-9,
C, sin 6,

Co

In deep water C, = 1.56T = 23.4 m/s. In 10 m of water, C, = L,/T = 144 m/15,= 9.60 m/s.

sin 0 =

9.6 sin (45°) _ 9.6 (7.07) _
234 234

sn 6 = 0.29

1

1 - sinfd, |3 - 2\ 2 -

Krzi_zo“:%‘l:(@)‘l:o_ge
1-sn% 1 - (0.29)

Therefore: H, = Hy K K, = 1(1.14) (0.86) = 0.98 m.

The angle of approach is arc sin (sinf) = 16.8°. Thus, the |-m, 15-sec wave has changed 2 percent in height by
28.2 deg in angle of approach.

Thelargest differences caused by refraction and shoaling will be seen at the shallowest depths. From TableI1-3-1
at the 4-m depth, the wave height for a 45-deg initia angle is 1.18 m compared to 1.39 m for awave with initia
angle of 0 deg. If theinitial angle had been 70 deg, K, K, would be about 0.8.

Table 1I-3-1
Example Problem 1I-3-1 Refraction and Shoaling Results
Depth 6,=0° 6, = 15° 6, = 45°
€] H 6 H 6 H
500 0 1.00 15.0 1.00 45.0 1.00
400 0 1.00 15.0 1.00 45.0 1.00
300 0 1.00 15.0 1.00 45.0 1.00
200 0 1.00 15.0 1.00 45.0 1.00
100 0 0.94 14.3 0.94 42.4 0.92
90 0 0.93 14.0 0.93 41.2 0.91
I 80 0 0.93 13.7 0.92 30.4 0.89 I

70 0 0.92 13.2 0.91 38.9 0.88
60 0 0.91 12.7 0.91 37.0 0.86
50 0 0.91 12.0 0.91 34.5 0.85
40 0 0.92 11.1 0.92 31.8 0.84
30 0 0.95 9.9 0.94 28.1 0.85
20 0 1.00 8.4 0.99 23.4 0.88
18 0 1.02 8.0 1.01 22.3 0.89
16 0 1.04 7.8 1.03 21.1 0.91
14 0 1.07 7.1 1.05 19.8 0.92
12 0 1.10 6.6 1.08 18.4 0.95
10 0 1.14 6.1 1.12 16.8 0.98

8 0 1.19 5.5 1.17 15.1 1.02

6 0 1.27 4.8 1.25 13.15 1.08

4 0 1.39 3.9 1.37 10.8 1.18
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and

i N2 2 i 2 2
sin“g oC 2sme cosf 0C +coszeﬂ

11-3-22
C  9x? C oxay ayZ ( )

qes =

(3) These equations are solved for a set of rays for each wave component of interest (typically
combinations of periods and directions). Sincethisanaysisislinear, often aunit wave height isapplied for
the offshorewave height, which yieldsaseriesof refraction and shoaling coefficientsat sitesof interest. Then
thewavetransformationfor any non-unitinitial wave height isobtained by multiplication. Thisispermissible
as long as wave breaking does not occur along awave ray.

d. Problemsinray approach.

(1) Estimating wave propagation patternswith waveraysisintuitively and visually satisfying, and often
very useful. Theengineer obtainsagood picture of how awave propagatesto asite. However, the procedure
has several drawbacks when applied to even mildly irregular bathymetry. One problem is ray
convergence/crossing; another is bathymetry inadequacy on ray paths.

(2) Anexample calculationfrom Nodaet a. (1974) illustrates the basic problem. Bathymetry ishighly
regular, but has undulatory contours (Figure 11-3-7). From the ray pattern, convergence and divergence of
adjacent rays are apparent as the waves sweep over the undulations in bathymetry. However, in shallow
water near the shore, theraysare sufficiently perturbed by the bathymetry that several converge, with theray
spacing going to zero (in some ray programs the rays actually are computed to cross). Remembering the
conservation of wave energy argument used to define the refraction coefficient, theflux across an orthogonal
between the rays remains constant. As the spacing between rays approaches zero, the energy flux becomes
infinite. Practicaly, if strong wave convergence occurs, breaking either due to depth constraints (Part 11-4)
or steepness constraints (Part 11-1) naturally limits the wave height. However, situations which generate
strong gradients or discontinuitiesin wave height along awave crest giverise to diffraction effects, which
can reduce the wave height and keep it below the breaking value.

(3) Thesecond problemwithray theory isthe sensitivity of thewaveray caculations. In most locations,
the bathymetry is not well-known. Discretizations of the bathymetry can produce sharper local gradientsin
the computational depth field than may exist locally or, conversely, may reduce local gradients. Most wave
ray calculation schemes calculate each wave ray uncoupled from all others. Ray paths are very sensitive to
gradients in bathymetry. The smoothing algorithms that are used to numerically compute the required
derivatives can alter the ray field significantly. Since the ray calculations are uncoupled, adjacent rays may
take radically different paths due to how the bathymetry was discretized or smoothed. Also, if the ray
calculations were started at dightly different spatial locations, the resulting patterns may be significantly
different for the same reason. In the caseswhere ray patterns are unstable with respect to perturbations of
initial positions or where adjacent rays show unusual divergences and crossings, the coastal engineer must
carefully assess whether the propagation isindeed that unusual (in which case ray theory results may not
be accurate) or decide that more careful analysis of the bathymetry and smoothing is needed.

(4) Wave propagation discussion has centered on the concept of waves traveling from deep water to
shallow. At somelocations, the bathymetry is such that waves propagating from offshore towards a beach
may initially propagate from deeper to shallow water, then propagate across azone where the water becomes
deeper again. Intheregion wherethewaveis propagating at an angleto the progressively shallower depths,
the process of refraction previously described occurs: the waves turn more shore-normal. Once the depth
gradient reverses, the wave turnsin the opposite direction (because of the reversed depth gradient, the part
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Figure 11-3-7.  Highly regular bathymetry but undulatory contours

of the wave crest nearer shore is in deeper water than the part of the wave offshore and is hence moving
faster). If the combination of wave angle of approach to the bathymetry and wave period is correct, thewave
will turn back and go offshore, giving the appearance of areflected wave. Calculation of wave heightswhere
waves crook or bend backwards is not treated here.

e Wave diffraction. Wave diffraction is a process of wave propagation that can be as important as
refraction and shoaling. The classical introduction to diffraction treats a wave propagating past thetip of a
breakwater. Since diffraction theory ismost often applied to theinteraction of waveswith harbor structures,
derivation of wavediffractionisdeferred until Part I1-7 (Harbor Hydrodynamics). Any processthat produces
an abrupt or very large gradient in wave height along awave crest also produces diffracted waves that tend
to move energy away from higher waves to the area of lower waves. So initial wave energy is reduced as
diffracted waves are produced. However, if the rate of convergenceistoo great, the wave may still break.

f. Reflection. Waves that propagate into a solid object such as a breakwater, a seawall, a cliff, or a
sloping beach may reflect. Inthe case of avertical, hard structure, the fraction of wave energy reflected can
be large. For permeable structures or gentle slopes, the reflection will be much less. For nearshore wave
propagation problems, reflections are usually ignored because the reflected wave may often be less than
10 percent of the incident wave.
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0. Refractionand shoaling of wave spectra. The previousdiscussion of refraction and shoaling wasfor
asinglewavecomponent. However, wave propagation wasintroduced in Equation I1-3-1 through the concept
of spectra components. In principle, refraction and shoaling of a wave field in terms of its spectral
components simply requires computing the refraction and shoaling coefficient for each frequency-direction
(f,6) component and computing the transformed sum:

E(f0) = Y. K2 (f0) K/ (f6) E, (f0) Af AO (11-3-23)

where E(f,0) isthe offshoredirectional spectrum. Thisispossibleaslong asno breaking or other lossor gain
occurs along the propagation path of the individual waves. If it does occur, most advanced spectral models
computethewavetransformation locally. Inthisapproach, the areaof interest iscovered by adiscrete series
of computation points and the ray path for each (f,0) component in the spectrum is computed for each grid
point only by tracing the ray back to the grid cell boundary defined by adjacent grid points. This
approximation, called backward ray tracing, is adequate as long as the wave energy and bathymetry vary
smoothly and gently over the domain.

h. Alternate formulations.

(1) Mild slope equation. The refraction and shoaling analyses presented above were based on linear
wave theory and aray approach equivalent to geometrical optics. Thisworkswell for simple cases, but once
the bathymetry becomes even moderately undulatory, the ray approach runsinto difficulty. Berkhoff (1972)
formulated amore advanced approach for wave propagation that includesrefraction, shoaling, and diffraction
simultaneously and can incorporate structures. Berkhoff devel oped what is termed the mild-slope equation
given by

C
2
V (CC,0) + o [Eg

® =0 (11-3-24)
with
cosh k(h+2)

XY,z =0 ——————~ 11-3-25
¢ (xy,2) o Kh ( )

where
v-|2, 6 2 (11-3-26)

% 0y

which provides a solution ¢ for amplitude and phase of the waves in the horizontal plane. To obtain the
equation, Berkhoff assumed that the bottom slope was mild (no abrupt steps, shoals, or trenches). Often
slopesof interest violate thisassumption, but the model sbased on the mil d-slope equati on perform better than
the ray approach. Many approaches have been taken to computationally solve this equation. Berkhoff's
approach solves the velocity potential of the wave in the horizontal, which can require 5-10 computational
grid points per wave length. Thisisimpractical for many cases. Another approach, developed by Radder
(1979), isto use a parabolic approximation, which is far more computationally efficient (but subsequently
adds more limitations).

(2) Boussinesq equations. Another approach for wave propagation problems close to the coast and in
harbors is the use of vertically integrated shallow-water equations in which a Boussinesg (Part 11-1)
approximation hasbeen made. Thenumerical models(e.g., Abbott, Peterson, and Skovgaard 1978) resulting
fromthisapproach require 10-20 grid points per wavelength but have the advantage of being time-dependent
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so that the pattern of wave propagation can be directly visualized. Wave crests evolve during the shoaling
process to have nonsinusoidal shapes characteristic of shallow-water waves. Currents may be applied
directly. Wave breaking, however, is simulated empirically.

II-3-4. Transformation of Irregular Waves

a. The preceding discussion emphasized the refraction and shoaling of monochromatic waves. When
thisprocessisapplied to aninitial significant wave height and period, it is called asignificant wave analysis.
For many conditions where propagation is the dominant factor (as opposed to additional wave growth or
bottom dissipation) the significant wave analysis provides a reasonable and generally conservative
approximation. The significant wave analysis may be inadequate when wave conditions have spectra
characterized by wide directional spreads or broad (frequency) spectral widths or multiple spectral peaks.
Cases where the significant wave analysis is adequate primarily involve narrow band swell. This section
outlines differences that may be expected between the application of significant wave analyses and
application of an irregular wave approach.

b. Rrefraction and shoaling for monochromatic waves may be applied to the individua frequency and
direction components of the spectrum of an irregular wave system. Two factors become important:
directional spreading and spectral wavemechanics. Directional spreading isimportant whenever itispresent.
Spectral wave dynamics are most important in high-energy, high-steepness wave cases, and negligible for
low-energy, low-steepness cases.

c. Directional spreadingisimportant for tworeasons. First, |aboratory tests (Berkhoff, Boij, and Radder
1982; Vincent and Briggs 1989) with unidirectional waves indicate that shoals concentrate wave energy
immediately behind the shoal and reduceit on the flanks. The increase behind the shoal can be nearly 250
percent of theinitial wave height; the reduction to either side can be about 50 percent. However, laboratory
tests with wave spectra having significant directiona spread (Vincent and Briggs 1989) show only a110- to
140-percent increase behind the shoal and only a10- to 15-percent reduction on the sides. Numerical models
incorporating directional spread alsoreplicatethis(Panchang et al. 1990). Inthecasewith directional spread,
the shoal focusses each frequency-direction component at a different location behind the shoal rather than
at one spot asintheunidirectional case. Consequently some of the high- and low-energy regions overlap and
cancel each other out. Secondly, if themean angle of wave approachisnot directly onshore, one consequence
of directional spreading isthat some fraction of the wave energy is heading parallel to shore or offshore. In
the case of awave system with symmetric directional spread (i.e., 50 percent to the left and right of the mean
direction), if the mean direction were parallel to astraight shoreline (and the measurement were madein deep
water), half of the energy would be moving in directions that could not refract towards shore. So even for
angles up to 30 deg offshore-paralld, significant amounts of energy are not propagating shoreward. In a
significant wave analysis, all the energy would propagate shoreward. If the shoreline, fetch, or bathymetry
is complicated, the fraction of energy that propagates towards shore is more difficult to define.

d. Spectral dynamics arise because waves of different lengths and stegpness are propagating through
and with other waves. According to Equation 11-3-1, these waves can exchange energy between each other
(nonlinear transfers) and superposition of waves can lead to dissipation due to breaking. Analysis of
thousands of waverecords (Bouwset al. 1987; Bouws, Gunther, and Vincent 1985; Miller and Vincent 1990)
indicatesthat higher energy wind seaspectraachi eve acharacteristic shapethat isdifferent fromthat obtained
simply by shoaling. As a result, the energy level for shoaling irregular wave tends to be less than that
predicted from linear monochromatic shoaling of the wave components, especially near the surf zone. Smith
and Vincent (1992) also indicate that the shoaling and breaking of irregular waves with two spectral peaks
can substantially differ from the monochromatic (and even single peak spectral) case. Moreover, the wave
spectrum after refraction and shoaling can have asubstantially different peak period. Although asatisfactory
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explanation of these phenomena is not available, their impact is significant, with differences up to 30-40
percent from the significant wave approach.

e. Treatment of spectral wave mechanicsin any detail requires use of a numerical model. However,
in using a significant wave approach, it can generally be assumed that:

(1) It may overestimate wave focussing effects.

(2) Careful estimates of the fraction of wave energy heading shoreward should be made for oblique
angles cases.

(3) Shoaling calculations may overestimate wave heights in high energy conditions.

f.  Shiftsinwaveperiod may also occur. Asaresult, significant wave analysistendsto be conservative;
thismay bewhy it has been an acceptable approach for design. However, for cost-sensitive projects, amore
complicated approach may be warranted.

g. Thefollowing precautionsaresuggested. Inasignificant waveanalysis, if regionsof highly focussed
wave energy occur with corresponding lobes of low energy, the regions of low energy should be carefully
considered. Inthe field, natural wave systems generally have significant directiona spread, so calculated
valuesinthelow energy lobes may significantly underestimate wave heights. In caseswhereirregular waves
are modeled spectrally, typically only the wave height H, is estimated. In shallow water, larger waves do
occur (H,,,, €tc.) and combinations of individual wave height, period, and bottom depth can result in
individual waves or groups of waves significantly larger than H, (see Part 11-2).

11-3-5. Advanced Propagation Methods
a. Introduction.

(1) Asindicated in Part 11-3-2, as waves propagate, they may continue to grow due to the continued
action of thewind or may lose energy due to breaking, bottom friction, or percolation. These effects cannot
be redlistically incorporated through manual calculations. The preceding discussion indicates that
computations involving rays are tedious by hand and subject to many inaccuracies. Advances have been
madein computing wavetransformation; they were briefly indicated in the preceding sections. Many of these
proceduresmay run efficiently on apersonal computer or awork station and do not requirealarge mainframe
or supercomputer. Hence they can be applied readily by most engineers (ACES 1992).

(2) This section describes three computer programs that are available and in use by the Corps of
Engineers. Each programis briefly described and a reference indicates where the program can be obtained.
Each program is complicated and requires some effort to use properly. A short descriptionis provided here
to indicate to the engineer the potentials of these codes. The three have been selected to provide a cross
section of the types of technology available. Other computer programs can be obtained and may be as
suitable for use as those described here.

(3) Examplesof technology availableto practicing engineersisprovided. TheCor psof Engineer sdoes
not endor sethe codes discussed or certify their accuracy. Indeed, the suitability and accuracy of any of
these codes depend upon the problem under study and the way in which the code is applied. With the
exception of very simple bathymetry, it isrecommended that near shor e wave transfor mation studies
useanumerical code capable of handling the complexitiesrequired. However, the particular numerical
approach selected depends upon the problem.
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(4) Thethreemodelsdiscussed below areall steady-state models. Time-dependent, shallow-water models
are available (Jensen et al. 1987; Demirbilek and Webster 19923, 1992b). They are not discussed here
because they require extensive sets of meteorological data and cannot be easily applied. The basic
characteristics of the three models discussed are as follows:

(@ (RCPWAVE) RCPWAVEisasteady-state, linear-wave model based on the mild-d opeequation and
includes wave breaking. It is applicable for open coast areas without structures. It is basicaly a
monochromatic-wave approach.

(b) (REFDIF1) REFDIF isa steady-state model based on the parabolic approximation solution to the
mild-slope equation. The model includes wave breaking, wave damping, and some nonlinear effects.
Although primarily used as a monochromatic wave model, a spectral version is available. The model can
simulate aspects of propagation associated with simple currents and can include structures.

(c) (STWAVE) STWAVE is a steady-state, linear wave model that computes the evolution of the
directional spectrumover space (Equation |1-3-1). Themodel includesbreaking, bottomfriction, percolation,
and wind input and solvesfor the nonlinear transfers of energy within the wave spectrum. It hastwo modes
for handling diffraction of wave energy and the computational domain may include simple structures. The
models can handle aspects of propagation associated with simple currents.

(5) The three models are theoretically complicated and computationally demanding. All can be
effectively used onapowerful PC-type computer or work station. Each model has considerabl e strengthsand
each can be an appropriate choice for wave transformation. However, none can be considered universally
applicable and the results from all can be inaccurate if the assumptions made in model development are
significantly violated. Users of any of the models must become thoroughly familiar with the model, its
assumptions, and limitations.

b. RCPWAVE.
(1) Introduction.

(@ The RCPWAVE model (Ebersole 1985; Ebersole, Cialone, and Prater 1986) was developed in the
early 1980's as an engineering tool for calculating the properties of waves as they propagate into shallow
water and eventually break. The theoretical basis for the model (linear-wave theory) and the types of
information generated by the model (wave height, period, and direction as a function of location) are
consistent with current theories and equations used by the engineering community to calculate potential
longshore sand-transport rates and shoreline and beach change. The model was designed to operate
efficiently for coastal regions that may be tens of kilometers in length, and to overcome deficiencies of
previously developed refraction models that could be applied on aregiona scale. The wave ray refraction
models of Harrison and Wilson (1964), Dobson (1967), Nodaet al. (1974), and others“failed” in regions of
strong wave convergence and divergence (i.e., highly irregular bathymetry), leaving users with no wave
solutions and little guidance for interpreting results in these regions. Berkhoff (1972, 1976) derived an
elliptic equation that approximately represented the compl ete transformation process for linear waves over
arbitrary bathymetry, where the bathymetry was only constrained to have mild slopes. Numerical solution
of this equation requires discretization of the spatial domain and subsegquent computations with grid
resolutions that are a fraction of the wave lengths being considered (typically one tenth or smaller). This
requirement limits the utility of the approach for large regions of coastline.

(b) RCPWAVE is based on the mild-slope equation. An assumed form for the velocity potential
associated with only the forward scattered wave field is used with the mild slope equation to develop two
equations, one describing the conservation of wave energy (assuming a constant wave frequency) and the
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other defining the magnitude of the wave phase gradient as a function of the wave number and the spatial
variability in wave amplitude. The finite difference forms of these two equations and a third equation
defining theirrotationality of the wave phase function gradient are solved for the wave height, direction, and
phase gradient. A forward-marching (in the direction of wave propagation) solution scheme is used, and
solutionsare obtained at the center of each rectangular grid cell of thediscretized model domain. RCPWAVE
differsfrom the complete solution of the mild-sl ope equation by neglecting reflections of wavesby structures
and bathymetry. This alows RCPWAVE to use a grid resolution only sufficient to resolve bathymetric
gradients, permitting RCPWAVE to cover larger spatial regionsthan those usually covered in full solutions
to the mild-slope equation.

(c) Wave breaking isalso treated inthe model. The occurrence of wave breaking isfirst considered by
comparing the computed local wave height with a limiting wave height calculated using the method of
Weggel (1972). If the computed wave height exceedsthe limiting value, then energy isdissipated according
to the breaker decay model of Dally, Dean, and Dalrymple (1984). When the calculated local wave height
falls below the stable val ue proposed by Dally, Dean, and Dalrymple, energy dissipation isagain set to zero.
The influence of wave height variability on wave phase is neglected in the surf zone. Details of the
RCPWAVE modé derivation and solution scheme can be found in Ebersole, Cialone and Prater (1986).

(2) Examples of RCPWAVE results.

() Figuresll-3-8and 11-3-9 show resultsfrom atypical application of RCPWAVE. Themodel domain
isthe region offshore of Homer Spit, Alaska. The section of coast being considered is approximately 33 km
inlength. A rectangular grid mesh was constructed within the domain, with grid resolution of approximately
130 min the on-offshore direction and 250 min the alongshore direction. Figure 11-3-8 shows bathymetric
contours in the model domain. The nearshore region is characterized by afairly broad shelf with depths of
20 m or less, and offshore the depths increase to 200 ft and greater in the lower right-hand corner of the
domain. The shallow-water region is characterized by irregular contours, with extensive shoals at |ocations
A and B in Figure 11-3-8.

(b) Figure 11-3-9 shows the wave height field (shaded contours) throughout the model domain for an
incident deepwater wavewith the characteristics shown. Notethe areas of wave convergenceand divergence
and the resulting variation in wave height observed aong the coast (darker shades indicate convergence and
lighter shades indicate divergence). The shoals cause wave convergence, which is evidenced by zones of
higher wave height in the lee of the shoals. Wave heights are lower in divergent zones that are created as
waves attempt to align their propagation direction to be perpendicular to bathymetric contours and propagate
toward the shoals. A plot of wave direction vectors would aso indicate zones of wave convergence and
divergence. Also note the position of the breaker line (indicated by the seawardmost pattern of dots), asit
follows the shallower bathymetric contours. Shoals can cause the focussed incident wave to break at a
greater distance from shore than elsewhere in the region. Information that can be obtained using the model
includeswave height and direction variability at many locationsalong the coast under different incident wave
conditions, variability of inshore wave conditions with changing water levels, and zones of potentially high
and low longshore sand transport.
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Figure 11-3-8. Typical RCPWAVE application, bathymetry
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Figure 11-3-9. Typical RCPWAVE application, wave height
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(3) Datarequirementsfor RCPWAVE.

(@ Primary input to the RCPWAVE model includes the following: parameters describing the domain
to be modeled, such as the number of computational grid cells in each direction and the cell dimensions;
definition of the water depth at each cell; and definition of the incident wave height, period, and direction
along the offshore domain boundary for each wave condition to be simulated. Model output includes wave
height, period, and direction at each cell of the computational domain, and an indication of whether or not
the wave is calculated to be a broken wave.

(b) Typicaly the first step in the model application process is to discretize the model domain into a
rectangular mesh. The grid mesh that is created can be overlaid on a bathymetric chart, assuming the grid
and chart are plotted to the same horizontal scale, and depths at each cell can be digitized for use as model
input. A constant correction to the depths, representing adatum change or a specific water level change, can
be included in the input data set. An arbitrary number of wave conditions, each defined by a unique
combination of height, period and direction, can be simulated. Wave conditionsto be simulated are usualy
defined after a statistical analysis of the wave climate in the region being studied. Bathymetry specification
and incident wave conditions comprise the bulk of the effort to create the input data set.

c. REFDIF.

(1) Introduction. The model REF/DIF 1, which has been developed for practical application, is based
on the mild-slope, wave-current model equation developed by Kirby (1984), which may be written as

2
D% . v.ub? v.(ccve (2 -k2cC)¢ -0 (11-3-27)
Dt? Dt ’ ’

where ¢ isthe velocity potential at the free surface, and where

=~ =Y 4+U-V (11-3-28)
Dt ot
v - (i , i) (11-3-29)
X oy
U= UKy, V(xy)) = ambient current vector (11-3-30)
c=0-k-U (11-3-31)
c=2 11-3-32
" ( )
do
C, = — 11-3-33
= ( )
o2 = gk tanh (kh) (11-3-34)

Several additiona features are included in the model in order to increase its range of application and
accuracy.
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(2) Wavebreaking. Themodel testswhether theloca wave height hasexceeded afixed threshold, which
issetat h/d=0.78. For loca wave heights exceeding this value, a breaking wave energy flux decay model
is started in order to remove energy from the wave train. The model used is described in Dally, Dean, and
Darymple (1985). Thereader isreferred to Kirby and Dalrymple (1986a) for further details.

(3) Wave damping mechanisms.

(&) Inaddition to the strong wave breaking mechanism described above, REF/DIF 1 also provides the
user with three sel ectabl e bottom damping mechanisms. Theseare: laminar bottom boundary |ayer damping,
sand-bed percolation damping, and turbulent bottom boundary layer damping.

(b) At present, no laboratory or field data sets clearly point to the need for including bottom damping
effectsin model simulations. Laboratory experiments usually include too short a propagation distance for
damping effects to accumulate significantly. In the field, damping due to bottom effects may be balanced
or overshadowed by wave growth resulting from wind-waveinteraction, and so one should not be considered
in the absence of the other. At present, it is recommended that these user-sel ectable damping mechanisms
not be included in model simulations.

(4) Wave nonlinearity.

(8 Wave nonlinearity hasastrong effect on the phase speed of waves and thus can significantly modify
both refraction and diffraction effects. For example, waves shoaling on a plane beach refract more slowly
than predicted by linear theory, since theincrease in wave height with decreasing water depth speeds up the
waves, in opposition to the direct, linear-theory effect decreasing depth, which slows them. Diffraction
effects are typically enhanced. Phase speed is greater in a high-amplitude, illuminated area than in alow-
amplitude, shadowed area; this causes refractive bending of wavesinto the shadow area, causing an increase
in wave height in the shadow zone relative to the predictions of linear theory.

(b) REF/DIF 1, designed to predict the propagation of a monochromatic wave in intermediate water
depth, includes the effects of nonlinearity as predicted by third-order Stokes wave theory (Kirby and
Darymple 1983). Since the model is often used to predict wave-height distributions into the surf zone and
up to dry land boundaries, the model must also be corrected to avoid the singularities arising from the
invalidity of Stokestheory in shallow water. In order to provide a smooth correction to the model resultsin
the shallow-water limit, Kirby and Dalrymple (1986b) provided an algorithm that gives a smooth patch
between Stokes theory and an empirical modification to linear theory developed by Hedges (1976). The
approximate theory does not cause any degradation in solution accuracy in comparison to the Stokes theory
aone for intermediate depth experiments; see Kirby and Dalrymple (1986b) for relevant documentation.

(5) Numerical noisefilter. Higher-order formsof the parabolic approximation havetheundesirable effect
of alowing high-wave number noise (i.e., noise with rapid lateral variation) to propagate rapidly acrossthe
computational grid. This effect has been described in detail by Kirby (1986a), and is usually found in
association with the start of surf zones around complicated planforms such asisland shores. The resulting
noise component may be damped by the application of various types of smoothing filters. The three-point
moving average filter described by Kirby (1986a) has been found to be heavy-handed in practical
applications, and has been replaced in present versions of the REF/DIF 1 model by adamping filter included
inthegoverning differential equation, whose effect is centered around the lateral wave number, which spread
rapidly in theundamped model. A full description of the damping method and arange of tests may be found
in Kirby (1993).

(6) Examplesof REF/DIF1resultslaboratory verification. REF/DIF 1 (and the parabolic approximation
model in general) are capable of providing adetailed picture of the water surfacein the region of study if the
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grid resolution is sufficiently high. This picture includes the geometry of crests and troughs as well as the
location of regions of high or low wave height resulting from short-crestedness of the wave field. Since
irregular wavesin the field usually lead to afairly smooth spatial variation in wave height estimates (after
statistical averaging), amore stringent test of model accuracy is provided by comparison to laboratory tests
with monochromatic waves. Parabolic models have been tested against data of this type in a number of
studies, including Berkhoff, Booij, and Radder (1982); Tsay and Liu (1982); Kirby and Darymple (1984),
Panchang et al. (1990), and Demirbilek (1994). The results showed that the higher-order parabolic
approximation, together with nonlinear correction to the wave phase speed, can correctly predict the
distribution of wave heights and nodal points in the evolving wave field. Figure 11-3-10 shows the
bathymetry input to REF/DIF1 for asimulation of wave propagations at Revere Beach, MA. Figurell-3-11
shows the wave heights calculated by the models.

(7) Datarequirementsfor REFDIF.

(@ REF/DIF 1 computes a grid-based wave evolution over an arbitrary bathymetry and current field.
To run the model, the user must provide, at minimum, an array of depth values h on a grid with regular
spacing inx andy. The model always assumesthat x isthe preferred direction, or the direction in which the
computation marches. No provision is made at present for relating the model coordinate system to a global
coordinate system. If the user wishesto include the effects of tidal currentsin the model study, then arrays
of velocity components U and V must also be provided for the same regular grid used to specify h values.
This information establishes the geometry for the model run.

(b) The user must also specify the form of the wave train at the offshore boundary. This may be done
by specifying a combination of one or more monochromatic waves at the offshore boundary, or the offshore
wavefield may be specified at thefirst grid row by meansof input data. The user’ smanual providedin Kirby
and Dalrymple (1992) should be consulted for more details about the input data.

(c) The model provides the user with a grid of computed wave heights and directions on the same
geometric grid used for input. In addition, the complex amplitude values are provided and may be used to
reconstruct plots of the computed wave field, if these are desired and if the grid resolution is fine enough to
permitit. For larger-scaled model areas, thislast step isoften not feasible, asit requires 5 to 6 grid points per
modeled wavelengthintheinput bathymetry grid. A version of REF/DIF capable of simulating wave spectra
has recently been released.

d. STWAVE.
(1) Introduction.

(@) STWAVE isasteady-state spectral model for predicting wave conditionsin coastal areas. It solves
the complete radiative transfer equation (Equation 11-3-1) including both propagation effects (refraction,
shoaling, diffraction, and wave-current interactions) and source-term effects (wave breaking, wind inputs,
and nonlinear wave-wave interactions). STWAVE was developed under the premise that waves in nature
should betreated asnonlinearly interacting stochasti c wave componentsrather than asdeterministic nonlinear
waves. Thisisparticularly relevant when dealing with wave transformations over distances of hundreds of
thousands of wavelengths (typical of many coastal wave transformation studies). At much shorter distances
adeterministic, long-crested approximation can provide an appropriate framework for understanding and
interpreting wave behavior. At longer distances, theoretical and empirical evidence
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Figure 11-3-10. Bathymetry input to REF/DIF1 for a simulation of wave propagations at Revere Beach, MA

strongly supports a stochastic approximation for wave phenomena (West 1981). Over small distances, near
discontinuitiesin awavefield (such asbreakwaters), STWAYV E can incorporate wave phaseinformation into
its solution; otherwise, it uses a random-phase approximation for its diffraction and combined refraction-
diffraction (CRD) calculations. Theoretical details of STWAVE can be found in Resio (1993).
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Figure 1I-3-11.  Wave heights calculated by REF/DIF 1

(b) Thefollowingtwo assumptionshavebeeninherentinessentially all previous steady-state model sfor
predicting nearshore wave transformations:

® Predictions based on unidirectional, monochromatic wave theories can provide solutions that are
equivalent to the behavior of naturally occurring directional wave spectra.
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® Nearshore transformations are dominated by conservative processes (refraction, shoaling, and
diffraction) and hence nonconservative effects (energy sinks and sources) can be neglected asafirst
approximation.

(c) A corollary to the first assumption above is that increased accuracy in deterministic propagation
estimates translates into commensurate increases in accuracy in real-world applications. Unfortunately,
laboratory studies by Thompson and Vincent (1984) and Vincent and Briggs (1989) have clearly
demonstrated that the first assumption is not valid unless the wave field is narrow-banded in both frequency
and direction. Thus, for most coastal wave predictionsto be accurate, they must solve all wave components
and not just ahypothetical "dominant" component. This presents significant problems for wave model sthat
solveonly onewave component at atime, sincewave energy traveling in onedirection can be"scattered” into
another direction viadiffraction. Hence, diffraction causes wave components in a spectrum to interact and
attemptsto solvethe CRD equation on acomponent-by-component basis have difficulty properly accounting
for this effect. STWAVE overcomes this problem by using a piecewise solution method that simulates the
propagation of all wave components simultaneously.

(d) Returning to the second assumption above, field and laboratory data presented in Bouws, Gunther,
and Vincent (1985) and Resio (1988) show that nonconservative effects, rather than conservative propagation
effects, dominate wave transformations in many coastal areas, particularly during storm conditions.
Moreover, the form of many of the source terms affecting shallow-water wave transformations is such that
they depend on energy content within the entire wave spectrum. Methods that solve for each component of
the spectrum independently cannot provide suitable estimates of coupled source terms. STWAVE is
formulated in a manner that permits straightforward solution of these processes.

(2) Examplesof STWAVE results. Thefollowing comparisons are intended to demonstrate the impor-
tance of various termsin coastal wave transformations and the ability of STWAVE to handle these terms.

(@) Spectral versusmonochromatic calculations. Figurell-3-12 compares predicted wave heightsbehind
ashoal using STWAVE, for aunidirectional, monochromatic wave and for a JONSWAP spectrum with a
spectral peak frequency of 0.1 Hz and a cos® angular distribution of energy. Monochromatic calculations
from the laboratory study of Vincent and Briggs (1989), while mathematically accurate, do not reasonably
represent propagation effects in awave spectrum with natural frequency and direction energy spreads.

(b) Effectsof coupled sourceterms. Figurell-3-13 compares spectral transformation over 1:30, 1:100,
and 1:500 slopes for the same JONSWAP spectrum as above with a mean approach angle to the coast of
30 deg, for the case of no source terms and for the case of wave breaking and nonlinear wave-wave
interaction source terms included. This comparison suggests that CRD effects account for only about
5 percent of the total energy variations in coastal waves passing over moderate to shallow slopes. This
finding is consistent with those of Resio (1988) and helps to explain why nearshore wave spectra tend
strongly toward self-similar forms during local storms (Bouws, Gunther, and Vincent 1985; Resio 1987;
Miller and Vincent 1990).

() Wind effects. Figure I1-3-14 shows the differences in wave transformations with and without a
20-m/sec onshore wind over an offshore profile typical of the U.S. east coast. In thisexample, waves at the
seaward boundary are set to the same JONSWAP spectrum as Examples 1 and 2. These results show a
marked difference between thetwo cases. Thisdifferenceisconsistent withtheoretically expectedwindinput
and indicates that, particularly during storm conditions, neglecting wind input can lead to significant
mi sestimations of wave conditions.
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Figure 1-3-12. Spectral model results compared to laboratory measurements for broad directional
spectrum

(3) Data requirements for STWAVE. In STWAVE, a square grid mesh covers the computational
domain. Water depth must be supplied at each node. If currents areincluded, a current must be supplied at
each point. Wave characteristics are computed at each of these grid points. The model requires an input
directional spectrum for the outer boundary and information about wind speed and direction and bottom
friction coefficients.

e. Limitations.

(1) Each model has natural limitations reflecting its theoretical basis. The references provided discuss
thesein somedetail. If strictly interpreted, each model has anarrow range over whichitisvalid. Almost all
of these models are regularly used to simulate conditions outside a strict interpretation of limits, with the
results often effectively accurate. Considerable judgement and experience are required to determine if the
simulation isvalid.

(2) Thefollowing limitations indicate where the model may or may not be useful. RCPWAVE may be
inaccuratefor wavescrossing behind shoals, or inthevicinity of structures. Wave approach directionsshould
not be too oblique relative to the offshore boundary. REF/DIF1 can allow for some structures and islands
but again should not use waves with highly oblique wave angles (In both RCPWAVE and REF/DIF1,
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Figure 11-3-13. STWAVE results for a 1:30 sloping beach

the oblique angle dilemma often can be resolved by using a different grid). STWAVE may underrepresent
wave focussing for very narrow swell.

II-3-6. Guidance for Performing Wave Transformation Studies
a. Introduction.

(1) The preceding partsof thischapter provide the engineer with an understanding and some techniques
for taking a wave condition offshore of a project or nearby and transforming it to the site of interest. In
practice, an engineer will typically consider asuite of wave conditions perhapsrepresenting different storms,
different seasonal characteristics, and different water levels (particularly in shallow water or at the beach if
thereisahigh tide or storm surge to be considered). Selection of the conditions for project design studies
is avery important component of any coastal engineering study and Part 11-2 and Part 11-3 both treat this
problem.

(2) Transformation analyses are needed because there is often a lack of site-specific data. In some
instances, a cursory transformation analysis may be required to help decide whether an offshore or nearby
siteisadequate for determining offshore boundary conditions. Typically this may be approached by setting
up oneof thetransformation procedures described and running asmall set of wave conditionsthat might span
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Figure 11-3-14. STWAVE results for CHL’s Field Research Facility at Duck, NC

thefinal set to be studied. Asan example, waves of acertain period or direction offshore may not propagate
to the site, and the engineer can thus ignore such wave conditions in a more detailed study.

(3) Someof thedecisionsand actionsan engineer will need to makein performing awavetransformation
anaysisfollow.

b. Problem formulation. At the initiation of the study, the engineer should clearly understand what
waveinformation must be produced for the site, how it will be used, and the accuracy required. The engineer
should gather all pertinent bathymetry data, water level data, and nearby wave data. Aeria photography of
the site can be very useful by providing the engineer with indications of wave propagation patterns, areas of
offshore breaking, etc., that atransformation procedure should properly simulate. Short-term gauge records
can be used in checking the procedure. Again, a short-term gauging program is desirable.

c. Ste analysis. The physical characteristics of the site and any ancillary information should be
carefully scrutinized so that the engineer can understand how irregular the bathymetry is, the presence of
significant currents, shoals, canyons, islands, structures, etc., that would beimportant i n sel ecting the offshore
or nearby sitefor asource of datainput, for selecting the transformation procedure used, and in understanding
what problems may arisein the analysis. Usually thistype of knowledge is gained through experience, and
aconsultant may be required to assist someone unexperienced in such analyses. |If time permits, one of the
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advanced models could be set up and run in an exploratory mode to help the engineer understand possible
problems.

d. Selection of input datasite. Based on project formulation and site analysis, offshore/nearby sitesare
evaluated in terms of any feature that would preclude their use (see Part 11-3-1d). In particular, the use of
nearby sitesin similar depths of water must be evaluated in terms of whether waves reaching the site have
broken. Asan example, if waves at anearshore site have propagated over a shoa where breaking can occur,
thereis no way to “unbreak” the waves. So they cannot be used to eliminate offshore wave conditions. In
genera the offshore data site will need as a minimum information on wave height, period, and direction.
If adequate data are not available, methodsfor hindcasting, asdescribed in Part 11-2, may be used to simulate
theinformation required. The methods of Parts11-2 and 3 should be used to develop the wave information
to be transformed.

e. Selection of wave transformation method. Tablel1-3-2 provides guidance on the applicability of the
various methods described in this chapter. It does not provide guidelinesfor all cases. With some skill, the
models described can be pushed somewhat beyond their inherent limitations (but such results must be
carefully scrutinized and used conservatively). In very complicated cases or in cases in which a time-
dependent model is required, use of an expert consultant to provide assistance is recommended. In some
complicated cases, a physical model may be required.

Table 11-3-2

Guidance for Selection of Wave Transformation Methods

Case Fig.lI-3-6 or ACES NMLONG RCPWAVE REFDIF1 STWAVE

Planar topography (no shoals, etc) yes yes yes yes yes
Highly Irregular Bathymetry

Swell, no structures no no yes yes yes

Swell, structures no no no yes yes

Complicated directional no no no yes yes

Spectra, but narrow
frequency spectra

High winds or broad band no no no no yes
frequency spectra

Irregular Bathymetry, High resolution Computations Near Structure

Swell no no no yes no

f. Calibration/verification. After the method is set up, it isimportant to check the calculations with
observationsif at al possible. If measured wave dataare not available, then aerial photographs can be helpful
in deciding if the model reproduces observed wave patterns. |If no wave data or photographs are available,
the method should be applied to arange of heights, periods, and directions and the results should be carefully
scrutinized for odd or unstableresults. If thecalculationsareoverly sensitiveto small variationsininput data,
a careful decision should be made as to whether the technique should be applied. A physical model may be
appropriatein situationswith very irregular bathymetry, complicated or multiple structures, reefs, and where
currents are important.
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g. Post-processing.

(1) Plotted results should be carefully examined for any signs of computational instability. These
typically are unreasonable variationsin height or direction over short distances.

(2) Thetechniques provided in this chapter, if used carefully by an experienced engineer, can provide
very useful information in awide range of cases. However, there are some cases where they simply will not
work. Anyone who applies these techniques should understand the limitations of the techniques, and be
versed in understanding when they have been used inappropriately. Theuser should be awarethat themodels
can provide realistic-looking answers that unfortunately are just wrong.
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11-3-8. Definitions of Symbols
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Wave number vector (Equation 11-3-4)

Angle between the plane across which energy is being transmitted and the direction
of wave advance [deg]

Mass density of water (salt water = 1,025 kg/m?® or 2.0 slugg/ft®; fresh water =
1,000kg/m?® or 1.94 dlugg/ft®) [force-time?/length?]

Velocity potential at the free surface [length?/time]

Wave angular or radian frequency (= 2z/T) [time™]

Wave phase function (Equation I1-3-3)

Wave celerity [length/time]

Wave group velocity [length/time]

Water depth [length]

Total wave energy in one wavelength per unit crest width [length-force/length?]

Directional spectrum where x,y represents alocation in geographic space, t
represents time, and f,0 represents a particular frequency-direction component

Water depth [length]

Wave height [length]

Wave number (= 2z/L = 27/CT) [length™]

Refraction coefficient [dimensionless]

Shoaling coefficient [dimensionless]

Wave length [length]

The subscript 0 denotes deepwater conditions

Wave period [time]

Ambient current vector (Equation 11-3-30) [length/time]

Velocity potential at the free surface [length?/time]
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Chapter 1I-4
Surf Zone Hydrodynamics

I1-4-1. Introduction

a. Waves approaching the coast increase in steepness as water depth decreases. When the wave
steepness reaches alimiting value, the wave breaks, dissipating energy and inducing nearshore currents and
anincreasein mean water level. Wavesbreak in awater depth approximately equal to thewave height. The
surf zone is the region extending from the seaward boundary of wave breaking to the limit of wave uprush.
Within the surf zone, wave breaking is the dominant hydrodynamic process.

b. Thepurposeof thischapter isto describe shallow-water wave breaking and associated hydrodynamic
processes of wave setup and setdown, wave runup, and nearshorecurrents. The surf zoneisthemost dynamic
coastal region with sediment transport and bathymetry change driven by breaking waves and nearshore
currents. Surf zone wave transformation, water level, and nearshore currents must be cal cul ated to estimate
potential storm damage (flooding and wave damage), calculate shoreline evolution and cross-shore beach
profile change, and design coastal structures (jetties, groins, seawalls) and beach fills.

I1-4-2. Surf Zone Waves

The previous chapter described the transformation of waves from deep to shallow depths (including
refraction, shoaling, and diffraction), up to wave breaking. This section coversincipient wave breaking and
the transformation of wave height through the surf zone.

a. Incipient wavebreaking. Asawave approachesabeach, itslength L decreasesand its height H may
increase, causing the wave steepness H/L to increase. Waves break asthey reach alimiting steepness, which
isafunction of therelative depth d/L and the beach slopetan 5. Wave breaking parameters, both qualitative
and quantitative, are needed in awide variety of coastal engineering applications.

(1) Breaker type.

(a) Breaker type refersto the form of the wave at breaking. Wave breaking may be classified in four
types (Galvin 1968): as spilling, plunging, collapsing, and surging (Figure 11-4-1). In spilling breakers, the
wave crest becomes unstable and cascades down the shoreward face of the wave producing a foamy water
surface. In plunging breakers, the crest curls over the shoreward face of the wave and falls into the base of
the wave, resulting in ahigh splash. In collapsing breakersthe crest remains unbroken while the lower part
of the shoreward face steepens and then falls, producing an irregular turbulent water surface. In surging
breakers, the crest remains unbroken and the front face of the wave advances up the beach with minor
breaking.

(b) Breaker type may be correlated to the surf similarity parameter &, defined as

(o]

H ) L
& = tan (f") 2 (11-4-1)

where the subscript o denotes the deepwater condition (Galvin 1968, Battjes 1974). On auniformly sloping
beach, breaker typeis estimated by
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Surging/collapsing & > 3.3
Plunging 05 < ¢ <33 (1-4-2)
Spilling & <05

(c) Asexpressed in Equation 11-4-2, spilling breakers tend to occur for high-steepness waves on gently
sloping beaches. Plunging breakers occur on steeper beaches with intermediately steep waves, and surging
and collapsing breakers occur for low steepness waves on steep beaches. Extremely low stegpness waves
may not break, but instead reflect from the beach, forming a standing wave (see Part I1-3 for discussion of
reflection and Part 11-5 for discussion of tsunamis).

(d) Spilling breakers differ little in fluid motion from unbroken waves (Divoky, Le Méhauté, and Lin
1970) and generate | ess turbulence near the bottom and thus tend to be less effective in suspending sediment
than plunging or collapsing breakers. The most intense local fluid motions are produced by a plunging
breaker. Asit breaks, the crest of the plunging wave acts as afree-falling jet that may scour atrough into the
bottom. The transition from one breaker type to another is gradual and without distinct dividing lines.
Direction and magnitude of the local wind can affect breaker type. Douglass (1990) showed that onshore
winds cause waves to break in deeper depths and spill, whereas offshore winds cause waves to break in
shallower depths and plunge.

(2) Breaker criteria. Many studies have been performed to develop relationships to predict the wave
height at incipient breaking H,. Theterm breaker index is used to describe nondimensional breaker height.
Two common indices are the breaker depth index

H, (11-4-3)
’Y = — -, -
b db
inwhich d, is the depth at breaking, and the breaker height index
o - Hy (11-4-4)
H,

Incipient breaking can be defined several ways (Singamsetti and Wind 1980). The most common definition
is the point that wave height is maximum. Other definitions are the point where the front face of the wave
becomesvertical (plunging breakers) and the point just prior to appearance of foam onthewavecrest (spilling
breakers). Commonly used expressions for calculating breaker indices follow.

(3) Regular waves.

() Early studieson breaker indiceswere conducted using solitary waves. McCowan (1891) theoretically
determined the breaker depth index asy, = 0.78 for asolitary wave traveling over ahorizontal bottom. This
valueiscommonly usedin engineering practice asafirst estimate of the breaker index. Munk (1949) derived
the expression Q, = 0.3(H, / L,)*for the breaker height index of asolitary wave. Subsequent studies, based
on periodicwaves, by Iversen (1952), Goda(1970), Weggel (1972), Singamsetti and Wind (1980), Sunamura
(1980), Smith and Kraus (1991), and others have established that the breaker indices depend on beach slope
and incident wave steepness.

(b) From laboratory data on monochromatic waves breaking on smooth, plane slopes, Weggel (1972)
derived the following expression for the breaker depth index
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Hb
v, = b -a (11-4-5)
gT?

fortan g < 0.1and H,/L, < 0.06, where T iswave period, g is gravitational acceleration, and H,'is equivalent
unrefracted deepwater wave height. The parameters a and b are empirically determined functions of beach
slope, given by

a - 438 (1 - g o) (11-4-6)
and

1.56

b - (1 . e—19.5tan[3>

(1-4-7)

(c) Thebreaking wave height H, is contained on both sides of Equation 11-4-5, so the equation must be
solved iteratively. FigureIl-4-2 shows how the breaker depth index depends on wave steepness and bottom
dope. For low steepness waves, the breaker index (Equation I1-4-5) is bounded by the theoretical value of
0.78, as the beach slope approaches zero, and twice the theoretical value (sum of the incident and perfectly
reflected component), or 1.56, as the beach slope approaches infinity. For nonuniform beach slopes, the
average bottom slope from the break point to a point one wavel ength offshore should be used.

(d) Komar and Gaughan (1973) derived asemi-empirical relationship for the breaker height index from
linear wave theory

Q, - 056

(o]

1
Ho| s
L_] (11-4-8)

(e) The coefficient 0.56 was determined empirically from laboratory and field data.

(4) Irregular waves. Inirregular seas(seePart 11-1for ageneral discussion of irregular waves), incipient
breaking may occur over a wide zone as individual waves of different heights and periods reach their
steepnesslimits. Inthe saturated breaking zonefor irregular waves (the zone where essentially all wavesare
breaking), wave height may be related to the local depth d as

Himep = 042 d (11-4-9)

r
for root-mean-square (rms) wave height (Thornton and Guza 1983) or, approximately,

Hpop = 06 d (11-4-10)
for zero-moment wave height (see Part 11-1). Some variability in H, g, and H,,,, with wave steepness and
beach slope is expected; however, no definitive study has been performed. The numerical spectral wave
transformation model STWAVE (Smith et al. 2001) uses amodified Miche Criterion (Miche 1951).

Hmop=0.1L tanhkd (11-4-11)

to represent both depth- and steepness-induced wave breaking.

11-4-4 Surf Zone Hydrodynamics



EM 1110-2-1100 (Part II)
(Change 1) 31 July 2003

1.6
4 Q = 0.20
\TANﬂ = o.N
1.2 \\\\\\
Qﬂ \TANB = 0.05 \
T 1o -%m«a\w.osk\ \ \\
0.8 RH}>\\\\\\\\
6 I k
0.000 0.004 0.008 0.012 0.016 0.020
H, /aT*

Figure 11-4-2. Breaker depth index as a function of H,/(gT?) (Weggel 1972)

b. Wavetransformation in the surf zone. Following incipient wave breaking, the wave shape changes
rapidly to resemble abore (Svendsen 1984). The wave profile becomes sawtooth in shape with the leading
edge of the wave crest becoming nearly vertical (Figure 11-4-3). Thewave may continue to dissipate energy
to the shoreline or, if the water depth again increases as in the case of a barred beach profile, the wave may
cease breaking, re-form, and break again on the shore. The transformation of wave height through the surf
zone impacts wave setup, runup, nearshore currents, and sediment transport.

(1) Similarity method. The simplest method for predicting wave height through the surf zone, an
extension of Equation I1-4-3 shoreward of incipient breaking conditions, is to assume a constant height-to-
depth ratio from the break point to shore

Hy = v dy (11-4-12)

This method, also referred to as saturated breaking, has been used successfully by Longuet-Higgins and
Stewart (1963) to cal culate setup, and by Bowen (1969a), L onguet-Higgins (1970a,b), and Thornton (1970)
to calculatelongshore currents. Thesimilarity method isapplicableonly for monotonically decreasing water
depth through the surf zone and gives best resultsfor abeach slope of approximately 1/30. On steeper slopes,
Equation I1-4-12 tends to underestimate the wave height. On gentler slopes or barred topography, it tends
to overestimate the wave height. Equation I11-4-12 is based on the assumption that wave height is zero at the
mean shoreline (see Part I1-4-3 for discussion of mean versus still-water shoreling). Camfield (1991) shows
that a conservative estimate of wave height at the still-water shorelineis 0.20 H, for 0.01 < tan 8 < 0.1.
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EXAMPLE PROBLEM I[1-4-1

FIND:
Wave height and water depth at incipient breaking.

GIVEN:

A beach with a1 on 100 slope, deepwater wave height H, = 2 m, and period T = 10 sec. Assume
that arefraction analysis (Part 11-3) gives arefraction coefficient Kg = 1.05 at the point where
breaking is expected to occur.

SOLUTION:

The equivalent unrefracted deepwater wave height H,' can be found from the refraction
coefficient (see Part 11-3, Equation 11-3-14)

H,/= KzH,=1.05(2.0)=21m
and the deepwater wavelength L, is given by (Part 11-1)
L, = g T?(2x) = 9.81 (10%)/(2rn) = 156 m

Estimate the breaker height from Equation 11-4-8

Q, =056 (H,/L)® = 0.56 (2.1/156.)¥5 = 1.3
H, (estimated) = Q, H,/=2.7m

From Equations |1-4-6 and I1-4-7, determine a and b used in Equation 11-4-5, tan f = 1/100

a=43.8(1- e010) = 758
b=156/(1+ e 95w =086

yp=Db-aH,/(gT? =0.86 - 7.58 (2.7)/(9.81 10?) = 0.84
d,=H,/y,=27/084=32m

Breaker height is approximately 2.7 m and breaker depth is 3.2 m. Theinitial value selected for the
refraction coefficient would now be checked to determineiif it is correct for the actual breaker
location. If necessary, a corrected refraction coefficient should be used to recompute breaker height

(2) Energy flux method.

(@) A more general method for predicting wave height through the surf zone for along, straight coast
isto solve the steady-state energy balance equation

dEC,)

- (11-4-13)
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Figure 11-4-3. Change in wave profile shape from outside the surf zone (a,b) to inside the surf zone
(c,d). Measurements from Duck, NC (Ebersole 1987)
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where E isthe wave energy per unit surface area, C; isthe wave group speed, and J isthe energy dissipation
rate per unit surface area due to wave breaking. The wave energy flux EC, may be specified from linear or
higher order wave theory. Le Méhauté (1962) approximated a breaking wave as a hydraulic jump and
substituted the dissipation of a hydraulic jump for ¢ in Equation 11-4-13 (see also Divoky, Le Méhauté, and
Lin 1970; Hwang and Divoky 1970; Svendsen, Madsen, and Hansen 1978).

(b) Daly, Dean, and Dalrymple (1985) modeled the dissipation rate as

5 - = (EC, - EC (11-4-14)

K
d o)
wherex isanempirica decay coefficient, foundto havethevalue0.15, and EC isthe energy flux associated
with a stable wave height

Hyaye = I'd (11-4-15)

(c) Thequantity I"isan empirical coefficient with avalue of approximately 0.4. The stablewave height
is the height at which a wave stops breaking and re-forms. As indicated, this approach is based on the
assumption that energy dissipation is proportional to the difference between local energy flux and stable
energy flux. Applying linear, shallow-water theory, the Dally, Dean, and Dalrymple model reducesto

1
242

d(H=d ) :_E(sz
dx d

=0

5
r Zdz) for - H > Hgue (11-4-16)
for H<H

1
2_
stable

This approach has been successful in modeling wave transformation over irregular beach profiles, including
bars (e.g., Ebersole (1987), Larson and Kraus (1991), Dally (1992)).

(3) Irregular waves.

(@ Transformation of irregular waves through the surf zone may be analyzed or modeled with either a
statistical (individual wave or wave height distribution) or a spectral (parametric spectral shape) approach.
Part 11-1 gives background on wave statistics, wave height distributions, and parametric spectral shapes.

(b) Themost straightforward statistical approach istransformation of individual wavesthrough the surf
zone. Individual waves seaward of breaking may be measured directly, randomly chosen from a Rayleigh
distribution, or chosen to represent wave height classes in the Rayleigh distribution. Then the individual
waves areindependently transformed through the surf zone using Equation 11-4-13. Wave height distribution
can becalculated at any point acrossthe surf zone by recombining individual wave heightsinto adistribution
to calculate wave height statistics (e.g., Hyj10, Hys » Himg)- This method does not make a priori assumptions
about wave height distribution in the surf zone. The individual wave method has been applied and verified
with field measurements by Dally (1990), Larson and Kraus (1991), and Dally (1992). Figurell-4-4 shows
the nearshore transformation of H, ., with depth based on the individual wave approach and the Dally, Dean,
and Dalrymple (1985) model for deepwater wave steepness (H,, / L,) of 0.005 to 0.05 and plane beach
slopes of 1/100 and 1/30.

(¢) A numerical model called NMLONG (Numerical Model of the LONGshore current) (Larson and
Kraus 1991) cal culates wave breaking and decay by theindividual wave approach applying the Dally, Dean,
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Figure 1-4-4. Transformation of H,,, with depth based on the individual wave
approach and the Dally, Dean, and Dalrymple (1985) model

and Dalrymple (1985) wave decay model (monochromatic or irregular waves). The main assumption
underlying the model is uniformity of waves and bathymetry alongshore, but the beach profile can be
irregular acrossthe shore (e.g., longshore barsand nonuniform slopes). NMLONG usesasinglewave period
and direction and applies a Rayleigh distribution wave heights outside the surf zone. The model runson a
personal computer and hasaconvenient graphical interface. NMLONG cal cul ates both wave transformation
and longshore current (which will be discussed in a later section) for arbitrary offshore (input) wave
conditions and provides a plot of results. Figure 11-4-5 gives an example NMLONG calculation and a
comparison of wave breaking field measurements reported by Thornton and Guza (1986).

(d) A second statistical approach isbased on assuming awave height distribution in the surf zone. The
Rayleigh distribution isareliable measure of the wave height distribution in deep water and at finite depths.
In the surf zone, depth-induced breaking acts to limit the highest waves in the distribution, contrary to the
Rayleigh distribution, which is unbounded. The surf zone wave height distribution has generally been
represented as atruncated Rayleigh distribution (e.g., Collins (1970), Battjes (1972), Kuo and Kuo (1974),
Goda1975). Battjesand Janssen (1978) and Thornton and Guza (1983) base the distribution of wave heights
at any point in the surf zone on a Rayleigh distribution or atruncated Rayleigh distribution (truncated above
amaximum wave height for the given water depth). A percentage of wavesin the distribution is designated
as broken, and energy dissipation from these broken waves is calculated from Equation 11-4-13 through a
model of dissipation similar to aperiodic bore. Battjes and Janssen (1978) define the energy dissipation as

5=0.25p9Q, fy(H ey )’ (11-4-17)
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Figure 11-4-5. NMLONG simulation of wave height transformation (Leadbetter Beach, Santa Barbara,
California, 3 Feb 1980 (Thornton and Guza 1986))

where Q, isthe percentage of waves breaking, f,,isthe mean wave frequency, and the maximum wave height
is based on the Miche (1951) criterion

H na =0.14L tanh(kd) (11-4-18)

where k is wave number. Battjes and Janssen base the percentage of waves breaking on a Rayleigh
distribution truncated at H,,,,,. Baldock et al. (1998) show improved results and reduced computational time
by basing Q, onthefull Rayleighdistribution (Smith 2001). Goda(2002) documented that although thewave
height distribution in the midsurf zoneis narrower than the Rayleigh distribution, in the outer surf zone and
near the shoreline the distribution is nearly Rayleigh. This method has been validated with laboratory and
field data (e.g., Battjes and Janssen 1978; Thornton and Guza 1983) and implemented in numerical models
(e.g., Booij 1999). Specification of themaximumwaveheight intermsof the Michecriterion (Equation I 1-4-
18) has the advantage of providing reasonable results for steepness-limited breaking (e.g., waves breaking
on a current) as well as depth-limited breaking (Smith et al. 1997).
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Figure 11-4-6. Shallow-water transformation of wave spectra (solid line - incident, d = 3.0m; dotted
line - incident breaking zone, d = 1.7m; dashed line - surf zone, d = 1.4m)

(e) Inshallow water, the shape of thewave spectrumisinfluenced by nonlinear transfers of wave energy
fromthepeak frequency to higher frequenciesand lower frequencies(Freilich and Guza1984; Freilich, Guza,
and Elgar 1990). Near incipient breaking higher harmonics (energy peaks at integer multiples of the peak
frequency) appear in the spectrum aswell asageneral increasein the energy level above the peak frequency
asillustrated in Figure I1-4-6. Low-frequency energy peaks (subharmonics) are also generated in the surf
(Figure 11-4-6, also see Part |1-4-5). Figure I1-4-6 showsthree wave spectrameasured in alarge wave flume
with a dloping sand beach. The solid curve is the incident spectrum (d = 3.0 m), the dotted curve is the
spectrum at the zone of incipient breaking (d = 1.7 m), and the dashed curve is within the surf zone (d =
1.4 m). Presently, no formulation is available for the dissipation rate based on spectral parameters for use
in Equation 11-4-13. Therefore, the energy in the spectrumisoften limited using the similarity method. Smith
and Vincent (2002) found that in the inner surf zone, wave spectra evolve to asimilar, single-peaked shape
regardless of the complexity of the shape outside the surf zone (e.g., multipeaked spectra evolveto asingle
peak). Itispostulated that the spectral shape evolvesfrom the strong nonlinear interactionsin the surf zone.

(4) Waves over reefs. Many tropical coastal regions are fronted by coral reefs. These reefs offer
protection to the coast because waves break on the reefs, so the waves reaching the shore are less energetic.
Reefstypically have steep seaward slopeswith broad, flat reef topsand adeeper lagoon shoreward of thereef.
Transformation of waves across steep reef faces and nearly flat reef tops cannot be modeled by ssmplewave
breaking relationships such as Equation |1-4-12. Generally, waves refract and shoal on the steep reef face,
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break, and then reform on the reef flat. Irregular transformation models based on Equation 11-4-13 give
reasonableresultsfor reef applications (Y oung 1989), even though assumptions of gentle slopesareviolated
at thereef face. Wavereflection from coral reefshasbeen shownto be surprisingly low (Y oung 1989; Hardy
and Young 1991). Although the dominant dissipation mechanism isdepth-limited wave breaking, inclusion
of an additional wave dissipation term in Equation 11-4-13 to represent bottom friction on rough coral
improveswaveestimates. General guidance on reef bottom friction coefficientsisnot availabl e, site-specific
field measurements are recommended to estimate bottom friction coefficients.

(5) Advanced modeling of surf zonewaves. Numerical models based on the Boussinesq equations have
been extended to the surf zone by empirically implementing breaking. In time-domain Boussinesg models,
asurfaceroller (Schaffer et al. 1993) or avariable eddy viscosity (Nwogu 1996; Kennedy et al. 2000) is used
to represent breaking induced mixing and energy dissipation. Incipient breaking for individual waves is
initiated based on velocity at the wave crest or dope of the water surface. These modelsaccurately represent
the time-varying, nonlinear wave profile (including vertical and horizontal wave asymmetry) and depth-
averaged current. Boussinesg models al so include the generation of low-frequency waves in the surf zone
(surf beat and shear waves) (e.g., Madsen, Sprengen, and Schéffer 1997; Kirby and Chen 2002). Waverunup
on beaches and interaction with coastal structures are also included in some models. Although Boussinesq
models are computationally intensive, they are now being used for many engineering applications (e.g.,
Nwogu and Demirbilek 2002). The one-dimensional nonlinear shallow-water equations have al so been used
to calculate time-domain irregular wave transformation in the surf zone (Kobayashi and Wurjanto 1992).
Thisapproach hasbeen successful in predicting the oscillatory and steady fluid motionsin the surf and swash
zones (Raubenheimer et al. 1994). Reynolds Averaged Navier Stokes (e.g., Lin and Liu 1998) and Large
Eddy Simulation (Watanabe and Saeki 1999; Christensen and Deigaard 2001) models have been devel oped
to study the turbulent 3-D flow fields generated by breaking waves. These models can represent obliquely
descending eddies generated by breaking waves (Nadaoka, Hino, and Koyano 1989) which increase the
turbulent intensity, eddy viscosity, and near-bottom shear stress (Okayasu et al. 2002). Results from these
models may help explain the difference in sediment transport patterns under plunging and spilling breakers
(Wang, Smith, and Ebersole 2002). These detailed large-scale turbulence models are still research tools
requiring large computational resources for short simulations. However, results from the models are
providing insights to surf zone turbulent processes that are difficult to measure in the laboratory or field.

11-4-3. Wave Setup

a. Wave setup is the superelevation of mean water level caused by wave action (additional changesin
water level may includewind setup or tide, see Part |1-5). Total water depth isasum of still-water depth and
setup

d=h+n (11-4-19)
where

h = still-water depth

n = mean water surface elevation about still-water level

b. Wave setup balances the gradient in the cross-shore directed radiation stress, i.e., the pressure

gradient of the mean sloping water surface balances the gradient of the incoming momentum. Derivation of
radiation stressis given in Part 11-1.
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c. Mean water level is governed by the cross-shore balance of momentum

dn _ 1 95«

(11-4-20)
dx pgd dx

where S, is the cross-shore component of the cross-shore directed radiation stress, for longshore homoge-
neous waves and bathymetry (see Equations|1-4-34 through |1-4-36 for general equations). Radiation stress
both raises and lowers (setdown) the mean water level across shore in the nearshore region (Figure 11-4-7).

d. Seaward of the breaker zone, Longuet-Higgins and Stewart (1963) obtained setdown for regular
waves from the integration of Equation I1-4-20 as

Hz 21

n=- it (11-4-21)

8
sinh (ﬂ d)
L
assuming linear wave theory, normally incident waves, and 5 = 0in deep water. The maximum lowering of

the water level, setdown, occurs near the break point 7,,.

e. Inthesurf zone, 5 increases between the break point and the shoreline (Figurel1-4-7). Thegradient,
assuming linear theory (S,, = 3/16 p g H?), is given by

7
/—\ To— swL — ww - Nmax
4 \_’_ = / -ﬂfoﬂa‘

T

Figure 1-4-7. Definition sketch for wave setup

- 2
3 1 d(HY) (11-4-22)
dx 16 h +xn dX

where the shallow-water value of S, = 3/16 p g d H? has been substituted into Equation I1-4-20. The value
of n dependsonwavedecay through the surf zone. Applying the saturated breaker assumption of linear wave
height decay on a plane beach, Equation 11-4-22 reduces to

dn 1 g (11-4-23)

1+ iz
37
f.  Combining Equations I1-4-21 and 11-4-23, setup at the till-water shoreline 7, is given by
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. =g - % h, (11-4-24)
1+ —
N

g. Thefirsttermin Equation 11-4-24 is setdown at the break point and the second term is setup across
the surf zone. The setup increaseslinearly through the surf zonefor aplane beach. For abreaker depth index
of 0.8, n, ~0.15d,. Notethat, for higher breaking waves, d, will be greater and thus setup will be greater.
Equation I1-4-24 gives setup at the still-water shoreline; to cal cul ate maximum setup and position of themean
shoreline, the point of intersection between the setup and beach slope must be found. This can be done by
trial and error, or, for a plane beach, estimated as

AX = s _
tanp - dn
dx (11-4-25)
_ _ d_
T = Mg+ 5 A

where 4x is the shoreward displacement of the shoreline and 7, is the setup at the mean shoreline.

h. Wave setup and the variation of setup with distance on irregular (non-planar) beach profiles can be
calculated based on Equations 11-4-21 and 11-4-22 (e.g., McDougal and Hudspeth 1983, Larson and Kraus
1991). NMLONG calculates mean water level across the nearshore under the assumptions previously
discussed.

i. Setupforirregular waves should be calculated from decay of the wave height parameter H, ... Wave
setup produced by irregular wavesis somewhat different than that produced by regular waves (Equation 11-4-
22) because long waves with periods of 30 sec to several minutes, called infragravity waves, may produce
aslowly varying meanwater level. SeePart 11-4-5for discussion of magnitude and generation of infragravity
waves. Figures|l-4-8 and I1-4-9 show irregular wave setup, hondimensionalized by H,,.,, for plane slopes
of 1/100 and 1/30, respectively. Setup in these figures is calculated from the decay of H, given by the
irregular wave application of the Dally, Dean, and Dalrymple (1985) wave decay model (see Figure|1-4-4).
Nondimensional wave setup increases with decreasing deepwater wave steepness. Note that beach slopeis
predicted to have arelatively small influence on setup for irregular waves.

lI-4-4. Wave Runup on Beaches

Runup is the maximum elevation of wave uprush above dtill-water level (Figure 11-4-11). Wave uprush
consists of two components. superelevation of the mean water level due to wave action (setup) and fluctua-
tions about that mean (swash). Runup, R, is defined in Figure 11-4-12 as alocal maximum or peak in the
instantaneous water elevation, #, at the shoreline. The upper limit of runup is an important parameter for
determining the active portion of the beach profile.

At present, theoretical approaches for calculating runup on beaches are not viable for coastal design.
Difficulties inherent in runup prediction include nonlinear wave transformation, wave reflection, three-
dimensional effects (bathymetry, infragravity waves), porosity, roughness, permeability, and groundwater
elevation. Wave runup on structures is discussed in Chapter V1-2.
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Figure II-4-8. Irregular wave setup for plane slope of 1/100
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Figure 1I-4-9. Irregular wave setup for plane slope of 1/30
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EXAMPLE PROBLEM 11-4-2

FIND:
Setup across the surf zone.

GIVEN:
A plane beach having a 1 on 100 slope, and normally incident waves with deepwater height of 2 m and
period of 10 sec (see Example Problem [1-4-1).

SOLUTION:
Theincipient breaker height and depth were determined in Example Problem [1-4-1 as 2.7 mand 3.2 m,
respectively. The breaker index is 0.84, based on Equation 11-4-5.

Setdown at the breaker point is determined from Equation I1-4-21. At breaking, Equation I1-4-21 simplifies to
Np= - 116 p,2d,, (sinh 2zd/L = 2zd/L, and H, = 7, d,), thus

7y = -1/16 (0.84)? (3.2) =- 0.14 m
Setup at the still-water shoreline is determined from Equation 11-4-24
n.=-0.14+ (3.2 +0.14) + 1/(1 + 8/(3 (.84))) = 0.56 m
The gradient in the setup is determined from Equation |1-4-23 as
dn/dx = 1/(1 + 8/(3 (0.84)%)(1/100) = 0.0021
and from Equation 11-4-25, Ax = (0.56)/(1/100 - 0.0021) = 70.9 m, and

7 vex = 0.56 + 0.0021(64.6) = 0.65 m

For the simplified case of a plane beach with the assumption of linear wave height decay, the gradient in the
setup is constant through the surf zone. Setup may be calculated anywhere in the surf zone from the relation
= 5, + (dy/dX)(%, - X), where x, is the surf zone width and x = 0 at the shoreline (x is positive offshore).

X, m h, m 7, M
334 3.3 0.14
i 167 17 0.21 i
0 0.0 0.56
71 0.7 0.71

Setdown at breaking is- 0.14 m, net setup at the still-water shoreline is 0.56 m, the gradient in the setup is
0.0021 m/m, the mean shoreline islocated 71 m shoreward of the still-water shoreline, and maximum setup is
0.71 m (Figure 11-4-10).

58 m ~
?]-b:—o.14m / Mmax =71m

- AX=71 M—s'

=i
=l
L

I

Figure 11-4-10. Example problem l11-4-2

11-4-16 Surf Zone Hydrodynamics



EM 1110-2-1100 (Part II)
(Change 1) 31 July 2003

SwWL >

Figure 11-4-11. Definition sketch for wave runup

Figure 11-4-12. Definition of runup as local maximum in elevation
a. Regular waves.
(1) For breakingwaves, Hunt (1959) empirically determined runup asafunction of beach slope, incident

wave height, and wave steepness based on laboratory data. Hunt's formula, given in nondimensional form
(Battjes 1974), is

Hﬂ —g, for 01<¢ <23 (11-4-26)
[0}

for uniform, smooth, impermeableslopes, where &, isthe surf similarity parameter defined in Equation 11-4-1.
Walton et al. (1989) modified Equation I1-4-26 to extend the application to steep slopes by replacing tan 4
in the surf similarity parameter, which becomesinfinite as # approachesz/2, with sin . The modified Hunt
formula was verified with laboratory data from Saville (1956) and Savage (1958) for slopes of 1/10 to
vertical.

(2) The nonbreaking upper limit of runup on a uniform slope is given by
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1 1
R _ 2 mla A
WO = (2n) (Z_B) (11-4-27)

based on criteria devel oped by Miche (1951) and Keller (1961) (Walton et al. 1989).
b. Irregular waves.

(2) lrregular wave runup has also been found to be afunction of the surf similarity parameter (Holman
and Sallenger 1985, Mase 1989, Nielsen and Hanslow 1991), but differsfrom regular wave runup dueto the
interaction between individual runup bores. Uprush may be halted by a large backrush from the previous
wave or uprush may be overtaken by a subsequent large bore. The ratio of the number of runup creststo the
number of incident wavesincreaseswith increased surf similarity parameter (ratiosrangefrom 0.2to 1.0 for
&, of 0.1510 3.0) (Mase 1989, Holman 1986). Thus, low-frequency (infragravity) energy dominates runup
for low values of &,. See Section 11-4-5 for a discussion of infragravity waves.

(2) Mase(1989) presentspredictiveequationsfor irregular runup on plane, impermeabl e beaches (slopes
1/5t0 1/30) based on laboratory data. Mase's expressionsfor the maximum runup (R...), the runup exceeded
by 2 percent of the runup crests (R,,), the average of the highest 1/10 of the runups (R,,,o), the average of the
highest 1/3 of the runups (R;;), and the mean runup ( R) are given by

Rmax _ 232 5_700.77 (||-4'28)
HO
Row _ 1.86 £ 0™ (11-4-29)
HO
Ruo _ 1.70 £ 0™ (11-4-30)
HO
% - 1.38 §00.70 (||‘4‘31)
HO
HB - 0.88 £,0°° (11-4-32)

o

for /30 < tan f < 1/5 and H /L, > 0.007, where H, is the significant deepwater wave height and &, is
calculated from the deepwater significant wave height and length. The appropriate slopefor natural beaches
is the slope of the beach face (Holman 1986, Mase 1989). Wave setup is included in Equations |1-4-28
through 11-4-32. The effects of tide and wind setup must be calculated independently. Walton (1992)
extended Mase's (1989) analysisto predict runup statistics for any percent exceedence under the assumption
that runup follows the Rayleigh probability distribution.

(3) Field measurementsof runup (Holman 1986, Niel sen and Hanslow 1991) are consistently lower than
predictions by Equations|1-4-28 through I1-4-32. Equation I1-4-29 overpredictsthe best fit to R, by afactor
of two for Holman's data (with the slope defined as the beach face slope), but is roughly an upper envelope
of the data scatter. Differences between laboratory and field results (porosity, permeability, nonuniform
slope, wave reformation across bar-trough bathymetry, wave directionality) have not been quantified. Mase
(1989) found that wave groupiness (see Part 11-1 for adiscussion of wave groups) had littleimpact on runup
for gentle slopes.
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EXAMPLE PROBLEM 11-4-3

FIND:
Maximum and significant runup.

GIVEN:
A plane beach having a 1 on 80 slope, and normally incident waves with deepwater height of 4.0
m and period of 9 sec.

SOLUTION:
Calculation of runup requires determining deepwater wavelength

L, = g T%(27) = 9.81 (9)/(27) = 126 m

and, from Equation 11-4-1, the surf similarity parameter

& =tan B (Hy/L,)Y2 = (1/80) (4.0/126.)“2 = 0.070

Maximum runup is calculated from Equation 11-4-28

R, =2.32H, &% = 2.32 (4.0)(0.070)°7 = 1.2 m
Significant runup is calculated from Equation 11-4-31

Rys = 1.38 H, &,°7 = 1.38 (4.0)(0.070)°™ = 0.86 m

Maximum runup is 1.2 m and significant runup is 0.86 m.

lI-4-5. Infragravity Waves

a. Longwave motionswith periods of 30 sec to several minutes often contribute a substantial portion
of the surf zone energy. These motions are termed infragravity waves. Swash at wind wave frequencies
(period of 1-20 sec) dominates on reflective beaches (steep beach slopes, typically with plunging or surging
breakers), and infragravity frequency swash dominateson dissi pative beaches (gentle beach slopes, typically
with spilling breakers) (see Wright and Short (1984) for description of dissipative versus reflective beach

types).

b. Infragravity wavesfall into three categories. a) bounded long waves, b) edge waves, and c) leaky
waves. Bounded long waves are generated by gradients in radiation stress found in wave groups, causing a
lowering of the mean water level under high waves and a raising under low waves (Longuet-Higgins and
Stewart 1962). The bounded wave travels at the group speed of the wind waves, hence is bound to the wave
group. Edgewavesarefreely propagating long waveswhich reflect from the shoreline and are trapped along
shoreby refraction. Longwaves may be progressive or stand along the shore. Edgewavestravel alongshore
with an antinode at the shoreline, and the amplitude decays exponentially offshore. Leaky waves are also
freely propagating long waves or standing waves, but they reflect from the shoreline to deep water and are
not trapped by the bathymetry. Proposed generation mechanisms for the freely propagating long waves
includetime-varying break point of groupy waves (Symonds, Huntley, and Bowen 1982), rel ease of bounded
waves through wave breaking (Longuet-Higgins and Stewart 1964), and nonlinear wave-wave interactions
(Gallagher 1971).
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c. Field studies have clearly identified bounded long waves and edge waves in the nearshore (see
discussion by Oltman-Shay and Hathaway (1989)). Therelative amount of infragravity energy and incident
wind wave energy isafunction of the surf similarity parameter (Holman and Sallenger 1985, Holman 1986),
with infragravity energy dominating for low values of the surf similarity parameters (&, < 1.5). For low
values, the energy spectrum at incident frequencies is generally saturated (the spectral energy density is
independent of the offshore wave height, due to wave breaking), but at infragravity frequencies, the energy
density increases linearly with increasing offshore wave height (Guza and Thornton 1982, Mase 1988).
Storm conditions with high steepness waves tend to have low-valued surf similarity parameters, so
infragravity waves are prevalent in storms. Velocities and runup heights associated with infragravity waves
have strong implications for nearshore sediment transport, beach morphology evolution, structural stability,
harbor oscillation, and energy transmission through structures, as well as amplification or damping of
infragravity waves by thelocal morphology or structure configuration. Presently, practical questionsof how
to predict infragravity waves and design for their effects have not been answered.

I1-4-6. Nearshore Currents
a. Introduction.

(1) The current in the surf zone is composed of motions at many scales, forced by several processes.
Schematically, the total current u can be expressed as a superposition of these interrelated components

u=u, +U +u, +Uu +U (11-4-33)
where u,, isthe steady current driven by breaking waves, u, isthetidal current, u, isthe wind-driven current,
and u, and u, arethe oscillatory flows dueto wind waves and infragravity waves. FigureI1-4-13 shows|ong-
shore and cross-shore currents measured in the surf zone at the Field Research Facility in Duck, NC. The
mean value of the current inthe figureisthe steady current driven by breaking waves and wind, thelong per-
iod oscillation isdueto infragravity waves, and the short-period oscillation is the wind-wave orbital motion.

(2) Currentsgenerated by the breaking of obliquely incident wind waves generally dominatein and near
the surf zone on open coasts. Stronglocal windscan also drivesignificant nearshore currents (Hubertz 1986).
Wave- and wind-driven currentsareimportant in the transport and dispersal of sediment and pollutantsinthe
nearshore. These currentsal so transport sediments mobilized by waves. Tidal currents, which may dominate
in bays, estuaries, and coastal inlets, are discussed in Parts11-5 and 11-7.

(3) Figurell-4-14 showstypical nearshore current patterns. a) an alongshore system (occurring under
oblique wave approach), b) a symmetric cellular system, with longshore currents contributing equally to
seaward-flowing rip currents (occurring under shore-normal wave approach), and ¢) an asymmetric cellular
system, with longshore currents contributing unequally to rip currents (Harris 1969). The beach topography
is often molded by the current pattern, but the current pattern also responds to the topography.

(4) Nearshore currents are cal culated from the equations of momentum (Equations 11-4-34 and 11-4-35)
and continuity (Equation 11-4-36):

ou ou o

Uu—+V—=-g9g=—+F, +L, + + 11-4-34
X ay g X bx X be Rsx ( )
oV oV o

U— +V—=-g— +F, + L, + + [1-4-35
X oy gay w P Ly Ry Ry ( )
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Figure 11-4-13. Measured cross-shore and longshore flow velocities
o(Ud) | ovd) _ (11-4-36)
ox oy
where

U = time- and depth-averaged cross-shore current
V = time- and depth-averaged longshore current
Fux » Fyy = cross-shore and longshore components of bottom friction
L, , L, = cross-shore and longshore components of |ateral mixing
Ru » Ry = cross-shore and longshore components of wave forcing

Ry« Ry, = cross-shore and longshore components of wind forcing

(5) These equations include wave and wind forcing, pressure gradients due to mean water level varia-
tions, bottom friction dueto waves and currents, and lateral mixing of the current. The primary driving force
isthe momentum flux of breaking waves (radiation stress), which induces currentsin both the longshore and
cross-shoredirections. Radiation stressis proportional to wave height squared, so the forcing that generates
currentsis greatest in regions of steep wave height decay gradients. Bottom frictionistheresisting forceto
the currents. Bottom roughness and wave and current vel ocities determine bottom friction. Lateral mixing
is the exchange of momentum caused by turbulent eddies which tend to "spread out" the effect of wave
forcing beyond the region of steep gradients in wave decay. Longshore, cross-shore, and rip current

components of nearshore circulation are discussed in the following sections.

Surf Zone Hydrodynamics

11-4-21



EM 1110-2-1100 (Part I1)
(Change 1) 31 July 2003

TYPICAL CURRENT
DISTRIBUTION
(PLANE BEACH)

K

A, DBLIQUE (o, LARGE)

¢ i/
\T/’) l;\\/;”" RIP

1(BREAKER zaNEe YV, CURRENT
éf N
W\

i
!

B. NORMAL (o, ~D0)

C. SLIGHTLY OBLIQUE (&, SMALL)

Figure II-4-14. Nearshore circulation systems

b. Longshore current.

(1) Wave- and wind-induced longshore currents flow paralel to the shoreline and are strongest in the
surf zone, decaying rapidly seaward of the breakers. These currentsare generated by gradientsin momentum
flux (radiation stress) dueto the decay of obliquely incident waves and the longshore component of thewind.
Typically, longshore currents have mean values of 0.3 m/sec or less, but values exceeding 1 m/sec can occur
in storms. The velocities are relatively constant over depth (Visser 1991).

(2) The concept of radiation stress was first applied to the generation of longshore currents by Bowen
(1969a), Longuet-Higgins (1970a,b), and Thornton (1970). These studieswere based on the assumptions of
longshore homogeneity (Figure 11-4-14a) and no wind forcing, reducing Equation 11-4-35 to a balance
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between the wave forcing, bottom friction, and lateral mixing. The wave driving force for the longshore
current is the cross-shore gradient in the radiation stress component S,

9
Ry, - 193 (11-4-37)
pd ox

where, using linear wave theory,

S, - %ngz cosa sina (11-4-38)

where n is the ratio of wave group speed and phase speed. The variables determining wave-induced
longshore current, as seen in the driving force given in Equations 11-4-37 and 11-4-38, are the angle between
the wave crest and bottom contours, and wave height. Wave height affects not only longshore vel ocity, but
aso thetotal volume rate of flow by determining the width of the surf zone.

(3) A simpleanalytical solution for the wave-induced longshore current was given by Longuet-Higgins
(1970a,b) under the assumptions of longshore homogeneity in bathymetry and wave height, linear wave
theory, small breaking wave angle, uniformly sloping beach, no lateral mixing, and saturated wave breaking
(H = y, d) through the surf zone. Under these assumptions, the longshore current in the surf zone is given
by:

_ 5n tanp’
16 C,

v, v/9d sina cosa (11-4-39)

where
V = longshore current speed
tan f° = beach slope modified for wave setup = tan p/(1+(3y,%/8))
C; = bottom friction coefficient
o = wave crest angle relative to the bottom contours
(4) Themodified beach slopetan ” accountsfor the changeinwater depth produced by wave setup. The
bottom friction coefficient C; has typical values in the range 0.005 to 0.01, but is dependent on bottom
roughness. This parameter is often used to calibrate the predictive equation, if measurements are available.
The cross-shore distribution of the longshore current given by Equation 11-4-39 is triangular in shape with
amaximum at the breaker line and zero at the shoreline (Figure I11-4-15) and seaward of the breaker line.
Inclusion of lateral mixing smooths the current profile as shown by the dotted linesin Figure 11-4-15. The
parameter V, in Figure 11-4-15 is the maximum current for the case without lateral mixing, and it is used to
nondimensionalize the longshore current.

(5) Komar and Inman (1970) obtained an expression for the longshore current at the mid-surf zone V,;4
based on relationships for evaluating longshore sand transport rates which is given by Komar (1979):

Viia = 117 /g H, ., SIN o, COS 0y, (11-4-40)
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Figure 11-4-15. Longshore current profiles (solid line - no lateral mixing; dashed lines - with lateral
mixing)

(6) Equation I1-4-40 shows good agreement with available longshore current data (Figure 11-4-16).
Although Equations||-4-39 and 11-4-40 aresimilar inform, Equation 11-4-4037 isindependent of beach slope,
which implies that tan g/C; is constant in Equation 11-4-39. The interdependence of tan £ and C; may result
from the direct relationship of both parametersto grain size or an apparent dependence due to beach-slope
effects on mixing (which is not included in Equation 11-4-39) (Komar 1979, Huntley 1976, Komar and
Oltman-Shay 1990).

(7) Longshore current, eliminating many simplifying assumptions used in Equation I1-4-39, is solved
numerically by the model NMLONG (Larson and Kraus 1991) for longshore-homogenous applications.
NMLONG, which was briefly discussed for the simulation of breaking waves, calculates wave and wind-
induced longshore current, wave and wind-induced setup, and wave height across the shore. Figure 11-4-17
gives an example NMLONG calculation and comparison to field measurements of wave breaking and
longshore current reported by Thornton and Guza (1986). Thetwo-dimensional equations(Equations|1-4-34
through 11-4-36) are solved numerically by Noda (1974), Birkemeier and Dalrymple (1975), Ebersole and
Darymple (1980), Vemulakonda (1984), and Wind and Vreugdenhil (1986).
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Equation [1-4-37 compared with field and laboratory data (Komar

c. Cross-shorecurrent. Unlikelongshore currents, the cross-shore current is not constant over depth.
The mass transport carried toward the beach due to waves (see Part 11-1) is concentrated between the wave
trough and crest elevations. Because there is no net mass flux through the beach, the wave-induced mass
transport abovethetroughislargely balanced by areverseflow or undertow below thetrough. Figurell-4-18
shows field measurements of the cross-shore flow below trough level on a barred profile. The undertow
current may be relatively strong, generally 8-10 percent of /g d near the bottom. The vertical profile of the
undertow is determined as a bal ance between radiation stresses, the pressure gradient from the sloping mean
water surface, and vertical mixing. Thefirst quantitative analysis of undertow was given by Dyhr-Nielsen
and Sorensen (1970). The undertow profile is solved by Dally and Dean (1984), Hansen and Svendsen
(1984), Stive and Wind (1986), and Svendsen, Schéffer, and Hansen (1987).
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Figure 11-4-17. NMLONG simulation of longshore current (Leadbetter Beach, Santa Barbara,
California, 3 Feb 1989 (Thornton and Guza 1986))

d. Ripcurrents.

(1) Theprevioussectionsonlongshorecurrent, cross-shorecurrent, and wave setup focused on processes
that aretwo-dimensional, withwaves, currents, and water level schanging only inthe cross-shoreand vertical
directions, but homogeneous alongshore. Rip currents, strong, narrow currents that flow seaward from the
surf zone, are features of highly three-dimensional current patterns. Rip currents are fed by longshore-
directed surf zone currents, which increase from zero between two neighboring rips, to amaximumjust before
turning seaward to form a rip current. Rip currents often occur periodically along the beach, forming
circulation cells (Figure 11-4-14b,c). High offshore-directed flows in rip currents can cause scour of the
bottom and be a hazard for swimmers.

(2) Rip currentsand cell circulation can be generated by longshore variations in wave setup. Breaking
wave height and wave setup aredirectly related; thus,alongshorevariationin wave height causesalongshore
variation in setup. The longshore gradient in setup generates longshore flows from the position of highest
waves and setup toward the position of the lowest waves and setup (Bowen 1969b). This effect can be seen
in the term Jn/dy in the longshore momentum equation (Equation 11-4-35). The longshore variation in wave
setup may be caused by convergence or divergence of waves transforming across bottom topography (Sonu
1972, Noda 1974) or the sheltering effect of headlands, jetties, or detached breakwaters (Gourley 1974, 1976;
Sasaki 1975; and Mei and Liu 1977). Edge waves can interact with incident waves to produce a regular
variation in the breaker height alongshore, and thus generate regularly spaced rip currents (Bowen 1969b,
Bowen and Inman 1969). Interaction of two intersecting wavetrains can similarly generate regularly spaced
rip currents (Dalrymple 1975).
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Figure 11-4-18. Field measurement of cross-shore flow on a barred profile (Duck, North Carolina,
October 1990)

(3) Analternate hypothesisfor thegeneration of cell circulationishydrodynamicinstability (Hino 1974,
LeBlond and Tang 1974, Miller and Barcilon 1978). Instability models are based on small, periodic
perturbations in the setup and currents, with feedback between the currents and incident waves, to produce
regular patterns of nearshore circulation.

(4) Several generation mechanismsfor rip currentsand cell circulation have been proposed. Onagiven
beach, one or more of these mechanismsmay drivethe circulation pattern. Circulation patternsare dynamic,
changing spatially and temporally. Presently, thereisno proven method to predict rip current generation or
the spacing between rips.
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11-4-8. Definitions of Symbols

*

= ™

~

T - @

Surf Zone Hydrodynamics

Wave crest angle relative to bottom contours [deg]

Beach slope (tan § = length-rise/length-run)

Beach slope (tan § = length-rise/length-run) modified for wave setup
Empirical coefficient (= 0.4) (Equation 11-4-14)

Breaker depth index (Equation 11-4-3) [dimensionless]

Energy dissipation rate per unit surface area due to wave breaking
Shoreward displacement of the shoreline (Equation 11-4-22) [length]
Mean water surface elevation about the still-water level [length]
Setdown at the breaker point [length]

Setup at the mean shoreline (Equation 11-4-22) [length]

Setup at the still-water shoreline (Equation 11-4-21) [length]
Empirical decay coefficient (= 0.15) [dimensionless]

Surf similarity parameter (Equation 11-4-1)

Constant (= 3.14159)

Mass density of water (salt water = 1,025 kg/m? or 2.0 slugs/ft®; fresh water =
1,000kg/m?® or 1.94 dlugg/ft®) [force-time?/length?]

Breaker height index (Equation 11-4-4) [dimensionless]

Empirically determined dimensionless functions of beach slope (Equations I1-4-6
and 11-4-7)

Bottom friction coefficient with typical valuesin the range 0.005 to 0.01
Wave group velocity [length/time]

Water depth [length]

Water depth at breaking [length]

Wave energy per unit surface area [length-force/length?]

Cross-shore and longshore components of bottom friction [length/time?]
Mean wave frequency (Equation 11-4-17) [time™]

Gravitational acceleration [length/time?]

Water depth [length]

Wave height [length]
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Hl/lO

11-4-38

Average of the highest 1/10 wave heights [length]

Significant wave height [length]

Wave height at incipient breaking [length]

Zero-moment wave height at breaking (Equation 11-4-10) [length]
Maximum wave height (Equation 11-4-17) [length]

Root-mean-square of al measured wave heights [length]
Root-mean-sguare wave height at breaking (Equation 11-4-9) [length]
Equivalent unrefracted deepwater wave height [length]

Refraction coefficient [dimensionless]

Wave length [length]

Cross-shore and longshore components of lateral mixing [length/time?]
Ratio of wave group speed and phase speed

The subscript 0 denotes deepwater conditions

Percentage of waves breaking (Equation 11-4-17)

Wave runup above the mean water level [length]

Mean runup [length]

Average of the highest 1/10 of the runups [length]

Average of the highest 1/3 of the runups [length]

Runup exceeded by 2 percent of the runup crests [length]

Cross-shore and longshore components of wave forcing [length/time?]
Maximum wave runup [length]

Cross-shore and longshore components of wind forcing [length/time?]
Cross-shore component of the cross-shore directed radiation stress [force/length]
Radiation stress component [force/length]

Wave period [time]

Total current in the surf zone (Equation I1-4-30) [length/time]

Time- and depth-averaged cross-shore current [length/time]
Wind-driven current [length/time]

Oscillatory flow due to infragravity waves [length/time]

Oscillatory flow due to wind waves [length/time]
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U, Tidal current [length/time]

U, Steady current driven by breaking waves [length/time]

\% Longshore current speed (Equation [1-4-36) [length/time]

V, Maximum current for the case without lateral mixing (Figure 11-4-15) [length/time]
Void Longshore current at the mid-surf zone (Equation 11-4-37) [length/time]
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Chapter 1I-5
Water Levels and Long Waves

I1-5-1. Introduction
a. Purpose.

(1) This chapter describes water levels and the various long wave components that contribute to a total
water surface elevation. Vertical datums are also described to define some of the more commonly used
reference datums.

(2) The following sections provide project engineers with sufficient guidance to develop a preliminary
study approach and design procedure to analyze engineering projects that require consideration of water level
elevations. References are provided from existing Engineer Manuals that describe generic design-criteria
formulae for use in preliminary analyses. Additional references and approaches to problem solving are
provided for complex projects that require detailed surface elevation and current input data for design. These
data are generally provided by numerical models.

b. Applicability. Information contained in this chapter is directly applicable to any project requiring
local water levels or currents as a primary design consideration. Applications include the design of coastal
structures intended to provide protection against some pre-defined water surface elevation, specified
according to an appropriate economic analysis and evaluation. Determining acceptable design elevations may
require developing local stage relationships as opposed to frequency-of-occurrence relationships. This
information can be generated through historical records or numerical modeling techniques to simulate the
propagation of historical storm events. Additional examples of water surface and current variability include
circumstances where tidal circulation patterns and surface elevations change as a result of structural or
bathymetric modifications to existing coastal inlets or navigable waterways. These circulation-dominated
problems can be addressed using either numerical or physical models.

c. Scope of manual.

(1) Water wave classification is used to describe the behavior of long waves and to distinguish between
intermediate waves and short waves (described in Part 11-2). This allows the reader to select which chapter
of this manual is appropriate for the intended application. If long waves are appropriate, this chapter will
provide a means of approximating basic wave characteristics such as celerity, current magnitudes, and surface
elevation.

(2) The speed of propagation, surface profile, and vertical velocity distribution of long waves are
different from those of short waves described in Part 11-2. Because these properties of waves represent
important design criteria, it is important to make a distinction between long and short waves. Therefore,
Part I11-5-2 reviews wave classification criteria and summarizes long wave properties.

(3) Tides are the most common and visible example of long wave propagation. Part 11-5-3 summarizes
tidal hydrodynamics and describes characteristic tidally induced long wave variability. This section includes
a background description of the forces responsible for generating tides, gives examples of the variability of
tides, and presents a methodology for harmonic reconstruction of tides.

(4) Many of the concepts described by tidal records are used as a basis for defining tidal datums.
Part 11-5-4 describes reference elevation datums commonly in use in the United States. Attention is also paid
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to the change in coastal datums that may result from sea (or lake) level rise and/or land subsidence or
rebound.

(5) Parts I1-5-5 through I1-5-7 describe nontidal variability in water surfaces. These fluctuations can be
storm-generated, as in the case of tropical and extratropical storms; atmospheric- and geometry-related, as
in the case of seiches or tidal bores; or be due to responses stemming from earthquake-generated tsunamis
or other rapid changes in the environment.

(6) The primary goal of this chapter is to define tidal and storm-generated fluctuations in the water
surface and describe the datums to which they are referenced. Seiches will only be briefly discussed and
tsunamis are not addressed because a special report on tsumanis has been prepared by the Coastal and
Hydraulics Laboratory (CHL) (Camfield 1980). In addition to Camfield, Engineer Manual 1110-2-1414,
“Water Levels and Wave Heights for Coastal Engineering Design,” addresses the propagation of tsunamis.
However, because both seiches and tsunamis are classified as long waves, the numerical modeling techniques
discussed in Part I1-5-7 are an appropriate means of analysis.

I1-5-2. Classification of Water Waves
a. Wauve classification.

(1) The long wave descriptions that follow are based on small-amplitude wave theory solutions to the
governing equations. This theory places certain criteria on the physical shape of the wave. For example,
from Figure 11-5-1, the amplitude is assumed small with respect to the depth (i.e., n/h ratio is small, and the
surface slope dn/dx is assumed small).

(2) Although wave amplitude is assumed small with respect to depth, the manner in which the wave
propagates is a function of just how small this ratio is. The propagation of small-amplitude waves in water
can now be described as a function of the wave length and the depth of water in which the wave is
propagating. In fact, waves can be classified according to a parameter referred to as the “relative depth,”
defined as the ratio of water depth h to wave length L. When this ratio is less than approximately 1/20, waves
can be classified as long waves or “shallow-water waves.” Figure I1-5-1 shows typical long wave geometry
for a wave whose length L is large with respect to the depth of water h.

(3) Astronomical tides represent one important example of long waves. In Chesapeake Bay, for example,
the M, primary lunar tidal constituent is contained completely within the Bay at a given instant in time,
producing a wavelength of approximately 300 km. The mean depth of flow in the Bay is approximately 10
m; therefore, the relative depth is 3.3 x 10°. Long waves are not limited to what is normally considered
shallow water because the relative depth is a function of wavelength. In fact, most tides are long waves over
the entire ocean because their wavelengths are on the order of 1,000 km and depths are on the order of
kilometers. Similarly, seismic-forced phenomena such as tsunamis propagate across the Pacific Ocean in
depths of up to 20 km but have wavelengths on the order of hundreds of kilometers.

(4) Waves are classified as short waves, also referred to as “deepwater waves,” when the relative depth
is greater than approximately 1/2. Coastal waves described in Part I1-2 are generally of this class. The
geometry of short waves implies wave steepness great enough to cause them to break. The class of waves
between short (deep) and long (shallow) are referred to as “intermediate waves.” Table I1-5-1 (Ippen
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Figure 11-5-1. Long wave geometry (Milne-Thompson 1960)
Table II-5-1

Wave Classification (Ippen 1966)

Range of h/L Range of kh=2mh/L

Types of waves

0to 1/20 0 to 11/10
1/20to 1/2 m10tomm
1/2t0 T to o

Long waves (shallow-water wave)
Intermediate waves

Short waves (deepwater waves)

Water Levels and Long Waves

1966) summarizes wave classification criteria according to relative depth and the wave parameter kh defined
below.

(5) Applying the relative depth and wave number parameter to the characteristics of long waves can be
seen in the simplification to progressive small-amplitude wave theory solutions. For example, from Part I1-1,
the wave celerity, wave length, horizontal (x-direction) and vertical velocities can be written as

C? = % tanh (kh) (11-5-1)
2
L = &7 tanh (ki) (11-5-2)
27
o cosh kh
w = - agk smh k(hr2) oo o) (11-5-4)

o cosh kh

where k is the wave number (27t/L), o is the angular frequency (27t/T where T is the period of the wave), a
is the amplitude of the wave, g the acceleration of gravity, h is the total depth, and z is the depth measured
downward from the quiescent fluid surface. A schematic diagram of the variation of velocity as a function
of depth is shown in Figure 11-5-2.
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Figure 1I-5-2. Variation of particle velocity with depth (Ippen 1966)

(6) Certain simplifications to Equations 11-5-1 through 11-5-4 result from the asymptotic values of the
hyperbolic functions. For example, Table 11-5-2 (Ippen 1966) presents the hyperbolic functions contained
in the long- and short-wave representations, as well as their asymptotes. No simplification results for
intermediate waves.

Table 1I-5-2
Hyperbolic Function Asymptotes

Asymptotes
Function Long waves Short waves
sinh kh kh e/2
cosh kh 1 e/2
tanh kh kh 1

(7) The resulting long wave simplification for celerities and wave lengths is shown below.

C = \gh (11-5-5)
L - Tgh (11-5-6)

(8) Therefore, long waves propagate as the square root of gh. This relationship will be shown to be
useful in analyzing and interpreting long-wave phase propagation data, because wave celerity is predictable
for a given depth.
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(9) Additionally, one important difference between long waves and short waves can be seen in the
computed orbital velocities. Figure I1-5-3 shows water particle trajectories for long, short, and intermediate
waves as a function of depth. As can be seen, and computed from Equations I1-5-3 and 11-5-4, the horizontal
velocity of a long wave is maintained throughout the water column, from the surface to the bottom. In the
case of short waves, the strength of the horizontal and vertical component decreases with depth to the point
that waves do not induce bottom currents. The fact that long waves affect the bottom is important in that
bottom sediments can be eroded and transported by tidal and other long-wave currents. For example, tidal
flood and ebb currents contribute to the transport of sediments to form ebb and flood shoals. Potential erosion
and deposition considerations will be discussed in Part 3 of this manual.

TN / P ) N .
g G~ 9
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>
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S
Ve /
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h 1 1 h 1 h 1
L <20 20 <L <72 L~ 2
Figure 11-5-3. Schematic representation of water particle trajectories (Ippen 1966)

b. Discussion. Short waves impact nearshore water surface elevations by creating the wave setup
condition. Details of wave setup and associated setdown are described in Part 11-4. Including setup can be
critical in developing water surface design criteria, as setup can create an elevated surface on which tide and
storm surge propagate. Because the interactions of these components of the water surface are not linear, and
because they are of different time scales (Part 11-1), they are generally considered separately in the
development of total water level design criteria. Methods for computing and combining these effects are
given in Part 11-3 and 4. The following sections concentrate on tidal and storm surge elevations.

[I-5-3. Astronomical Tides

a. Description of tides.

(1) Introduction.

(@) Astronomical tides are observable as the periodic rising and falling of the surface of major water
bodies on the earth. Tides are produced in response to the gravitational attraction of the moon, sun, and (to
a considerably smaller extent) all other celestial bodies. Because of its relative closeness to the earth, the
moon induces the strongest effect on the tides. Tidal currents are produced in response to differences in the
water surface elevation.

(b) Tidal height, or the vertical distance between the maximum and successive minimum water surface

elevation, is a function of the relative position of the moon and sun with respect to the earth, and varies from
location to location. Typically, the dominant tidal cycle is related to the passage of the moon over a fixed
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meridian. This occurs an average of 50 min later each succeeding day. This passage of the moon produces
approximately two tides per solar day (referred to as semidiurnal), with a maximum tide occurring
approximately every 12 hr 25 min. However, differences in the relationship of the moon and sun in
conjunction with local conditions can result in tides that exhibit only one tidal cycle per day. These are
referred to as diurnal tides. Mixed tides exhibit characteristics of both semidiurnal and diurnal tides. At
certain times in the lunar month, two peaks per day are produced, while at other times the tide is diurnal. The
distinction is explained in the following paragraphs.

(c) The description of typical tidal variability begins with a brief background description of tide-
producing forces, those gravitational forces responsible for tidal motion, and the descriptive tidal envelope
that results from those forces. This sub-section will be followed by more qualitative descriptions of how the
tidal envelope is influenced by the position of the moon and sun. Once this basic pattern is established,
measured tidal elevations can, in part, be shown to be a function of the influence of the continental shelf and
the coastal boundary on the propagating tide.

(2) Tide-producing forces.

(@) The law of universal gravitation was first published by Newton in 1686. Newton's law of gravitation
states that every particle of matter in the universe attracts every other particle with a force that is directly
proportional to the product of the masses of the particles and inversely proportional to the square of the
distance between them (Sears and Zemansky 1963). Quantitative aspects of the law of gravitational attraction
between two bodies of mass m, and m, can be written as follows:

my m,

R (11-5-7)
r

where F, is the gravitational force on either particle, r is separation of distance between the centers of mass
of the two bodies, and f is the universal constant with a value of 6.67 x 10 cm®gm sec®. The gravitational
force of the earth on particle m, can be determined from Equation 11-5-7. Let F, = m; g where g is the
acceleration of gravity (980.6 cm/sec?) on the surface of the earth, and m, equal the mass of the earth E. By
substitution, an expression for the gravitational constant can be written in terms of the radius of the earth a
and the acceleration of gravity g.

- o4 -5-
/=g (11-5-8)

(b) Development of the tidal potential follows directly from the above relationship. The following
variables are referenced to Figure I1-5-4 (although Figure 11-5-4 refers to the moon, an analogous figure can
be drawn for the sun). Let M and S be the mass of the moon and sun, respectively. r, and r, are the distances
from the center of the earth O to the center of the moon and sun. Letr,, and r, be the distances of a point
X(x,y,z) located on the surface of the earth to the center of the moon and sun. The following relationships
define the tidal potential at some arbitrary point X as a function of the relative position of the moon and sun.

(c) The attractive force potentials per unit mass for the moon and sun can be written as

v, =M v, = IS (11-5-9)
Tmx Tex
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Figure 11-5-4. Schematic diagram of tidal potential (Dronkers 1964)

where the separation distance ry, = [(X, - X)* + (Y, - ¥)* + (2, - 2)?]"? with an equivalent expression for r,.

(d) The attractive force of the moon and sun at any point X is defined as

by =V [V,,X) + Vi(X)] (11-5-10)
where V is the vector gradient operator defined as

V=@0—+0— +0— 11-5-11
( ox oy az) ( )

(e) From Figure I1-5-4, the attractive force at the center of the earth (centripetal) b, is balanced by the
centrifugal force -b, (i.e., equal in magnitude but opposite in direction). Because any point on the earth
experiences the same centrifugal force as that at O, the resultant force at any point X will be equal to b, - b,,.
This resultant force difference is the tide generating force, the force that causes the oceans to deform in order
to balance the sum of external forces. Therefore, the difference between the tidal potential at point O and at
point X becomes the tidal potential responsible for the tide-producing forces.

(f) The moon’s tide-generating potential can be written as

B 11 acosB,,
V= fM|= - = - ==

o Tum 2Y:

(11-5-12)

with the tide potential for the sun written as
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1 1 acos Oy

Ve = fS (11-5-13)

Fsx Ty rg

where a is the mean radius of the earth. Various geometric relationships are used to write Equations I1-5-12
and 11-5-13 in the following forms:

v,=/M| | P, (11-5-14)
4%
a2

Ve =15| | P (11-5-15)
Fg

where the terms P,, and P, represent harmonic polynomial expansion terms that collectively describe the
relative positions of the earth, moon, and sun. Note that in both cases, the tidal potential term is written as
an inverse function of the distance between the earth and the moon or sun. Both Dronkers (1964) and
Schureman (1924) present detailed derivations of the terms of Equations 11-5-14 and 11-5-15. For the purpose
of this manual, however, the tidal potential terms shown here are adequate to describe the two most important
features of a tidal record, the spring/neap cycle and the diurnal inequality.

(3) Spring/neap cycle.

(@) The semidiurnal rise and fall of tide can be described as nearly sinusoidal in shape, reaching a peak
value every 12 hr and 25 min. This period represents one-half of the lunar day. Two tides are generally
experienced per lunar day because tides represent a response to the increased gravitational attraction from
the (primarily) moon on one side of the earth, balanced by a centrifugal force on the opposite side of the earth.
These forces create a “bulge” or outward deflection in the water surface on the two opposing sides of the
earth.

(b) The magnitude of tidal deflection is partially a function of the distance between the moon and earth.
When the moon is in perigee, i.e., closest to the earth, the tide range is greater than when it is furthest from
the earth, in apogee. For example, the potential terms in Equation 11-5-14 contain the multiplier 1/r,,,
describing the distance of the moon from the earth. When the moon is closest to the earth, ry, is a minimum
value and the tidal potential term is maximum. Conversely, when the moon is in apogee, the potential term
is at a minimum value. This difference may be as large as 20 percent.

(c) The maximum water surface deflection of semidiurnal tides changes as the relative position of the
moon and sun changes. The amplitude envelope connecting any two successive high tides (and low tides)
gradually increases from some minimum height to a maximum value, and then decreases back to a minimum.
Periods of maximum amplitude are referred to as spring tides, times of minimum amplitude are neap tides.
This envelope of spring to neap occurs twice over a period of approximately 29 days. Anexample tidal signal
for Boston, MA, is shown in Figure 11-5-5 (Harris 1981) in which the normalized tidal signal exhibits two
amplitude envelopes during the total time series.

(d) Spring tides occur when the sun and moon are in alignment. This occurs at either a new moon, when
the sun and moon are on the same side of the earth, or at full moon, when they are on opposite sides of the
earth. Neap tides occur at the intermediate points, the moon's first and third quarters. Figure I11-5-6 is a
schematic representation of these predominant tidal phases. Lunar quarters are indicated in the tidal time
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Figure 11-5-5. Tide predictions for Boston, MA (Harris 1981)

series shown in Figure 11-5-5. Note that in Figure 11-5-5, the envelope that connects higher-high tide values
for the first spring tide during the first 14.5 days becomes an envelope of the lower-high tide values during
the second spring tide.

(4) Diurnal inequality.

(@) In the above example, the envelope of two successive high or low tides defines spring and neap
conditions. Alternate tides were used because the ranges of two successive tides at a given location are
generally not identical, but exhibit differences in height. Examples are evident in Figure 11-5-5. These
differences are referred to as the diurnal inequality of the tide and result from the relative position of the sun

and moon as well as

Water Levels and Long Waves
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Figure 11-5-6. Spring and neap tides (Shalowitz 1964)

(b) Diurnal inequality can be explained as follows. The tidal bulge is centered along a line from the
center of the moon or sun to the center of the earth. The tidal bulge at a given sublunar or subsolar (location
on the earth nearest the moon or sun) location has an equivalent bulge on the opposite side of the earth, i.e.,
on a line drawn from the sublunar or subsolar point through the center of the earth on the opposite side of the
equator. Ifthe sublunar or subsolar point appears at a given north latitude, the peak of the corresponding tidal
bulge on the opposite side of the equator will appear at a corresponding south latitude. Thus, a point on the
same north latitude but 180 deg in longitude from the sublunar or subsolar point will show a reduced
amplitude.

(c) A schematic example of the daily inequality is presented by Dronkers (1964) for the simple case of
an earth-moon system. Referring to Figure 11-5-7, the moon is located in the direction M and earth is rotating
about the polar axis P. The deformed water surface resulting in response to the tide-producing forces is
shown in the figure. Four locations (I - 1V) are indicated to demonstrate the effect of location on the diurnal
inequality. The fluctuating tide can be seen as the deviation in the deformed surface from a line at constant
latitude on the undeformed spherical surface corresponding to each location. Location | corresponds to an
observer on the equator. In this case, it can be seen that the tidal deformations from static conditions are
equal; therefore, there is no diurnal inequality, each high tide is equal. However, at locations Il and 111, the
inequality is evident with the second tide being substantially lower than the first. In the extreme case,
location IV exhibits a diurnal tide only due to its location with respect to the deformed water surface.

(d) The combinations of astronomical forcing that define spring and neap cycles and diurnal inequalities
is further modified by local bathymetry and shoreline boundary influences. All of these factors combine to
produce tidal envelopes that vary from location to location. The result is site-specific tidal signatures, which
can be classified as semidiurnal, diurnal, or mixed. Examples of these classes of tides are shown in
Figures 11-5-8 and 11-5-9. Tides along the Atlantic coast are generally semidiurnal with a small diurnal
inequality. Typical east coast envelopes for Boston, MA; New York, NY; Hampton Roads, (Hampton), VA;
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Figure II-5-7. The daily inequality (Dronkers 1964)

and the entrance to the Savannah River at Savannah, GA, are shown in the figure. Each time series exhibits
two distinct and nearly equal tides per day. As one moves to Key West, FL, the character of the tide begins
to change with a noticeable diurnal inequality. Tides inside the Gulf of Mexico range from semidiurnal at
Key West, FL, to diurnal at Pensacola, FL, to mixed at Galveston, TX. Note that the Galveston data
progresses from a diurnal tide during the first third of the record to a semidiurnal tide. Tides in the Gulf of
Mexico are more complex than open ocean stations because astronomical forcing is modified by
geometrically forced nodes and antinodes. These seiche-related phenomena are discussed in Part I1-5-6.
Pacific coast tides, shown in Figure 11-5-9, are generally of larger amplitude than Atlantic and Gulf coast tides
and often have a decided diurnal inequality.

b. Tidal time series analysis.

(1) Introduction. The equilibrium theory of tides is a hypothesis that the waters of the earth respond
instantaneously to the tide-producing forces of the sun and moon. For example, high water occurs directly
beneath the moon and sun, i.e., at the sublunar and subsolar points. This tide is referred to as an equilibrium
tide. Part I1-5-3 a (1), states that tide-producing forces are written in a polynomial expansion approximation
for the exact solution of Equations I1-5-12 and 11-5-13. These expansion terms involve astronomical
arguments describing the location of the sun and moon as well as the location of the observer on the earth.
Although several variational forms of the series expansion have been published, the development presented
in Schureman (1924) is given below. Alternate forms of expansion are discussed in Dronkers (1964).

(2) Harmonic constituents.

(@) According to equilibrium theory, the theoretical tide can be predicted at any location on the earth as
a sum of a number of harmonic terms contained in the polynomial expansion representation of the
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Figure 11-5-8. Typical tide curves along the Atlantic and Gulf coasts (Shore Protection
Manual 1984)
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Figure 11-5-9. Typical tide curves along Pacific coast of the United States (Shore Protection
Manual 1984)
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tide-producing forces. However, the actual tide does not conform to this theoretical value because of friction
and inertia as well as differences in the depth and distribution of land masses of the earth.

(b) Because of the above complexities, it is impossible to exactly predict the tide at any place on the earth
based on a purely theoretical approach. However, the tide-producing forces (and their expansion component
terms) are harmonic; i.e., they can be expressed as a cosine function whose argument increases linearly with
time according to known speed criteria. If the expansion terms of the tide-producing forces are combined
according to terms of identical period (speed), then the tide can be represented as a sum of a relatively small
number of harmonic constituents. Each set of constituents of common period are in the form of a product of
an amplitude coefficient and the cosine of an argument of known period with phase adjustments based on
time of observation and location. Observational data at a specific time and location are then used to
determine the coefficient multipliers and phase arguments for each constituent, the sum of which are used to
reconstruct the tide at that location for any time. This concept represents the basis of the harmonic analysis,
i.e., to use observational data to develop site-specific coefficients that can be used to reconstruct a tidal series
as a linear sum of individual terms of known speed. The following presentation briefly describes the use of
harmonic constants to predict tides.

(c) Tidal heightatany location and time can be written as a function of harmonic constituents according
the following general relationship

H® = Hy + ﬁ: fH, cos[at + (Vy + u), - k] (11-5-16)
n=1

where
H(t) = height of the tide at any time t

H, = mean water level above some defined datum such as mean sea level

H, = mean amplitude of tidal constituent n

f, = factor for adjusting mean amplitude H, values for specific times

a, = speed of constituent n in degrees/unit time
t = time measured from some initial epoch or time, i.e., t =0 at t,

(Vo+u) = value of the equilibrium argument for constituent n at some location and when t = 0

Kk, = epoch of constituent n, i.e., phase shift from tide-producing force to high tide from t,

(d) In the above formula, tide is represented as the sum of a coefficient multiplied by the cosine of its
respective arguments. A finite number of constituents are used in the reconstruction of a tidal signal. Values
for the site-specific arguments (H,, H,, and x;) are computed from observed tidal time series data, usually
from a least squares analysis. The National Oceanic and Atmospheric Administration's (NOAA) National
Ocean Survey (NOS) generally provides 37 constituents in their published harmonic analyses (generally
based on an analysis of a minimum of 1 year of prototype data). The NOS constituents, along with the

corresponding period and speed of each, are listed in Table 11-5-3. The time-specific arguments (f, and
V, + u) are determined from formulas or tables as will be discussed below or through application of programs
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available through the Automated Coastal Engineering System (ACES) (Leenknecht, Szuwalski, and Sherlock
1992).

(e) Most of the constituents listed in Table 11-5-3 are associated with a subscript indicating the
approximate number of cycles per solar day (24 hr). Constituents with subscripts of 2 are semidiurnal
constituents and produce a tidal contribution of approximately two high tides per day. Diurnal constituents
occur approximately once a day and have a subscript of 1. Symbols with no subscript are termed long-period
constituents and have periods greater than a day; for example, the Solar Annual constituent Sa has a period
of approximately 1 year.

(f) Inmost harmonic analyses of tidal data in the continental United States, the majority of constituents
shown above have amplitude contributions that are negligible with respect to the magnitude of the full tide.
For example, in the Gulf of Mexico and east coast of the United States, well over 90 percent of the tidal
energy can be represented by the amplitudes of the M,, S,, N,, and K, semidiurnal and K,, O,, P, and Q,
diurnal constituents. In other locations, many more tidal constituents are needed to adequately represent the
tide. For example, over 100 constituents are needed for Anchorage, AK.

(g) Two categories of tidal constituents are necessary to reconstruct a tidal signal:
® Those that represent the elevation of the water surface.
® Those that specify a time and the phase shift associated with that time.

For example, the value for H,, in Equation I1-5-16 is the mean constituent amplitude and is a function of both
location and variations arising from changes in the latitude of the moon’s node. The nodal effect of the moon
is reflected by the introduction of the node factor f,,, which modifies each constituent amplitude to correspond
to a specific time period. Mid-year values are usually specified for reconstructed time series because node
factors vary slowly in time. Mid-year values for each constituent listed in Table 11-5-3 are presented in
Shureman (1924) for the years 1850 through 1999. An example is shown in Table I1-5-4 for the years 1970
through 1999. Equations for computing f, are given by Schureman.

(h) The second category of arguments specifies the phasing of high water for each constituent with
respect to both time and location. These arguments are based on the fact that phases of the constituents of
the observed tide do not coincide with the phases of the corresponding constituents of the equilibrium tide.
For example, a high tide does not occur directly beneath the moon. There is a lag between the location of the
tide-producing force (i.e., location of the moon) and the observed time of high water. This lag, due to
frictional and inertial forces acting on the propagating tide, is referred to as the epoch of the constituent and
is denoted by x, in Equation 11-5-16.

(i) The relationship between the constituent arguments and high tide is shown in the schematic
Figure I1-5-10. In this figure, the cosine curve represents the surface elevation in the y-direction as a function
of time or degrees of phase (maximum at 0 and 360 deg). For the M, tidal constituent, the cosine curve has
a period of 12.42 hr (other constituent periods are indicated in Table 11-5-3). Therefore, in Figure 11-5-10,
the horizontal axis represents either time or phase, both increasing to the right. The value of k represents the
actual phase lag required for the water surface to reach high water (HW) following the passing of the tide-
producing force. In the case of the semidiurnal constituents, this force is the crossing of the moon.
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Table 11-5-3
NOS Tidal Constituents and Arguments
Symbol Speed, deg/hr Period, hr Symbol Speed, deg/hr Period, hr

M, 28.984 12.421 Mm 0.544 661.765
S, 30.000 12.000 Ssa 0.082 4390.244
N, 28.439 12.659 Sa 0.041 8780.488
Ky 15.041 23.935 Msf 1.015 354.680
M, 57.968 6.2103 Mmf 1.098 327.869
0O, 13.943 25.819 [N 13.471 26.724
M 86.952 4.140 Q, 13.398 26.870

(MK), 44.025 8.177 T, 29.958 12.017
S, 60.000 6.000 R, 30.041 11.984

(MN), 57.423 6.269 (2Q), 12.854 28.007
v, 28.512 12.626 P, 14.958 24.067
S 90.000 4.000 (2SM), 31.015 11.607
U, 27.968 12.872 M, 43.476 8.280

(2N), 27.895 12.906 L, 29.528 12.192

(00), 16.139 22.306 (2MK), 42.927 8.386
A, 29.455 12.222 K, 30.082 11.967
S, 15.000 24.000 Mg 115.936 3.105
M, 14.496 24.834 (MS), 58.984 6.103
J, 15.585 23.099

(i) The value x is approximately constant at every location in the world because it represents the actual
lag between the passing of the tide-producing force (i.e., moon) at a specific location and the following high-
tide contribution of that force at that same location. Itis computed as the sum of the theoretical phase or time
lead of the tide-producing force relative to the observer at some fixed time and the measured phase lag  from
the observer at that fixed time to the following high water. The theoretical location of the tide-producing force
is referred to as the equilibrium argument (V, + u). In Figure 11-5-10, the tide-producing force and
corresponding equilibrium tide at location M are located (V, + u) degrees ahead of point T. Conversely, the
equilibrium tide will be located at point T if shifted (V, + u) degrees. The value of ( represents the phase lag
from point T to HW.

(k) Theequilibriumargument (V,+ u) is computed from equations defining the time-varying relationship
between the earth, moon, and sun. The value of { is computed from observed tidal time series data. As
stated, the sum of these two values is approximately constant for any fixed location at any time.

(I) Values of the equilibrium argument for the constituents of Table I1-5-3 relative to the passing of the
tidal potential force at the Greenwich meridian for each calendar year from 1850 through 2000 are tabulated
in Schureman (1924). An example is shown in Table 11-5-5 for the years 1990 to 2000. Monthly and daily
adjustment tables are also presented. Each of the values is computed according to the respective constituent
speeds shown in Table 11-5-3. The equilibrium arguments tabulated in Schureman are referenced to the
meridian of Greenwich; therefore, the argument (V, + u) represents the phase difference in degrees between
the location of the tidal potential term (moon or sun) and Greenwich relative to some specific time.
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Table 1I-5-4

Node Factors for 1970 through 1999 (Schureman 1924)

Constituent 1970 1971 1972 1973 1974 1975 1976 1977 1978 1979
J; 1.155 1.132 1.097 1.051 0.995 0.936 0.881 0.842 0.827 0.839
K, 1.105 1.088 1.063 1.029 0.991 0.951 0.916 0.891 0.882 0.890
K, 1.289 1.232 1.150 1.055 0.957 0.871 0.804 0.763 0.748 0.760
L, 0.882 0.668 1.118 1.270 1.014 0.808 0.988 1.179 1.169 0.994
M, 1.987 2.176 1503 1.012 1.535 1.777 1.428 0.870 0.874 1.361
MY, N,, 2N, A, Uy, V, 0.966 0.973 0.983  0.995 1.008 1.020 1.029 1.035 1.038 1.036
M, 0.950 0.960 0.975 0.993 1.012 1.029 1.044 1.054 1.057 1.054
M,, MN 0.934 0.948 0.967 0.991 1.016 1.039 1.059 1.072 1.077 1.073
Mg 0.903 0.922 0.951 0.986 1.024 1.060 1.090 1.110 1.118 1.112
Mg 0.873 0.898 0.935 0.981 1.032 1.081 1.122 1.149 1.160 1.151
0., Q,, 2Q, P, 1.170 1.143 1.101  1.047 0.984 0.920 0.863 0.822 0.806 0.819
(e]e} 1.716 1.575 1.380 1.159 0.940 0.750 0.607 0.517 0.485 0.512
MK 1.068 1.059 1.045 1.024 0.998 0.970 0.943 0.923 0.915 0.922
2MK 1.032 1.031 1.028 1.020 1.006 0.989 0.970 0.956 0.950 0.955
Mmf 1.417 1.341 1.233 1.102 0.962 0.831 0.723 0.652 0.625 0.647
Mm 0.882 0.906 0.940 0.982 1.025 1.067 1.100 1.123 1.131 1121
Constituent 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989
J; 0.877 0.930 0.989 1.045 1.093 1.130 1.153 1.164 1.163 1.148
K, 0.913 0.948 0.987 1.026 1.060 1.086 1.104 1.112 1.111 1.100
K, 0.799 0.864 0.949 1.045 1.142 1.226 1.285 1.315 1.310 1.270
L, 0.848 1.001 1.238 1.157 0.745 0.811 1.263 1.244 0.749 0.746
M, 1.656 1.468 0.974 1.323 2.050 2.032 1.292 1.367 2.142 2.122
M, N,, 2N, A, Wy, V, 1.030 1.021 1.009 0.997 0.984 0.974 0.967 0.964 0.964 0.969
M, 1.045 1.031 1.013 0.994 0.977 0.962 0.951 0.946 0.947 0.954
M,, MN 1.061 1.042 1.018 0.993 0.969 0.949 0.935 0.928 0.930 0.939
Mg 1.092 1.063 1.027  0.989 0.954 0.924 0.904 0.894 0.896 0.910
Mg 1.125 1.085 1.036  0.986 0.939 0.901 0.874 0.862 0.864 0.881
0,, Q;, 2Q, P, 0.858 0.915 0.979 1.041 1.096 1.140 1.168 1.182 1.180 1.161
(e]e] 0.596 0.735 0.921 1.137 1.361 1.560 1.706 1.778 1.766 1.668
MK 0.941 0.967 0.996 1.022 1.043 1.058 1.068 1.072 1.071 1.065
2MK 0.969 0.987 1.005 1.019 1.027 1.031 1.032 1.032 1.032 1.032
mf 0.715 0.820 0.949 1.088 1.221 1.333 1.412 1.450 1.443 1.392
Mm 1.103 1.070 1.029 0.986 0.944 0.909 0.884 0.872 0.874 0.891
Constituent 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999
J; 1.120 1.080 1.030 0.972 0.914 0.864 0.833 0.829 0.852 0.896
K, 1.079 1.051 1.015 0.976 0.937 0.905 0.886 0.883 0.897 0.926
K, 1.203 1.115 1.016 0.922 0.842 0.785 0.754 0.750 0.772 0.821
L, 1.216 1.248 0.898 0.801 1.077 1.208 1.107 0.921 0.893 1.096
M, 1.334 1.156 1.778 1.829 1.282 0.800 1.083 1.487 1.560 1.214
MY, N,, 2N, A, Uy, V, 0.977 0.988 1.000 1.013 1.024 1.032 1.037 1.038 1.034 1.027
M, 0.966 0.982 1.000 1.019 1.036 1.048 1.056 1.057 1.051 1.040
M,, MN 0.955 0.976 1.000 1.025 1.048 1.065 1.075 1.076 1.069 1.054
Mg 0.932 0.964 1.000 1.038 1.072 1.099 1.115 1.117 1.105 1.082
Mg 0.911 0.952 1.000 1.051 1.098 1.134 1.156 1.159 1.143 1.111
0., Q,, 2Q, P, 1.128 1.081 1.024 0.960 0.897 0.844 0.812 0.808 0.832 0.879
(o6} 1.505 1.296 1.072  0.863 0.688 0.565 0.498 0.489 0.538 0.643
MK 1.054 1.038 1.015 0.988 0.959 0.934 0.918 0.916 0.928 0.950
2MK 1.030 1.025 1.015 1.000 0.982 0.964 0.952 0.951 0.959 0.976
Mmf 1.303 1.184 1.048 0.910 0.786 0.691 0.636 0.629 0.669 0.752
Mm 0.918 0.956 0.998 1.042 1.081 1.110 1.128 1.130 1.117 1.091

1 Factor f of MS, 28M, and M8f are each equal to factor f of M2.
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Figure 11-5-10.  Tidal phase relationships

(m) A tidal simulation computer program is available in ACES (Leenknecht, Szuwalski, and Sherlock
1992) to compute nodal factors and local (or Greenwich) equilibrium argument values for any time period
and generate the corresponding water surface time series as a function of input constituent amplitudes.
Formulas for computing the equilibrium arguments are found in Shureman (1924), but are too lengthy for this
manual.

(3) Harmonic reconstruction.

(@) In order to reconstruct a tidal series for a specific time and location, the various phase arguments
of Equation 11-5-16 must be defined according to local conditions. Generally, local values of ;, H,, and H,,
are available from NOS harmonic analyses. Because the values of the nodal factors f, are slowly varying,
the yearly values determined according to Schureman are sufficiently accurate for the particular time of
interest throughout the world. However, local values of (V, + u), vary with the speed of the constituent and
have to be determined for the location and time of interest. This information can be computed from tabulated
equilibrium arguments relative to Greenwich such as those presented in Schureman or computed with
programs developed for that purpose such as those contained in ACES.

(b) Values of the local equilibrium arguments, i.e., local (V, + u),, represent the instantaneous value of
each of the equilibrium tide-producing force constituents (in degrees) with respect to some specific point on
the earth; for example, the time-varying location of the moon and sun with respect to some location on the
earth. Referring to Figure 11-5-11, the horizontal axis represents distance with the point G representing
Greenwich, England, and O representing an observer located at some point west of Greenwich. The location
of the moon with respect to Greenwich at longitude 0° at Greenwich time t, is indicated by the Greenwich
equilibrium argument presented in Shureman, denoted as Greenwich (V, + u), for time Greenwich t,.

Water Levels and Long Waves



EM 1110-2-1100 (Part I1)

1 Aug 08 (Change 2)

Table 11-5-5

Equilibrium Argument for Beginning of Years 2001 through 2010

Constituent 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010
Js 227.9 316.9 47.0 138.0 243.7 335.7 67.8 159.8 265.5 356.5
K, 1.9 18 2.6 4.1 7.1 9.3 11.7 13.9 16.8 18.3
K, 184.0 183.3 184.6 187.6 193.7 198.5 203.5 208.2 214.3 2171
L, 269.1 105.4 267.4 94.8 295.2 141.6 297.3 121.4 321.6 165.8
M, 145.4 52.1 303.7 204.7 139.6 58.2 311.4 210.3 141.0 64.7
M, 210.8 311.4 52.4 153.5 230.4 331.9 73.4 174.8 251.7 352.9
M, 316.1 287.1 258.5 230.2 165.7 137.8 110.0 82.2 17.6 349.3
M, 61.5 262.9 104.7 307.0 100.9 303.8 146.7 349.6 1435 345.7
Mg 272.3 2143 157.1 100.5 331.3 275.6 220.1 164.4 35.2 338.6
Mg 123.1 165.7 209.4 254.0 201.7 247.5 293.4 339.2 286.9 3314
N, 340.5 353.5 4.7 171 352.3 5.0 17.7 30.4 5.6 18.0
2N 110.3 33.5 317.0 240.7 114.1 38.1 3221 246.1 119.5 43.1
0, 213.0 3135 53.0 151.8 224.9 323.0 61.2 159.3 232.4 331.3
(6]0) 322.4 222.3 125.6 315 326.3 234.6 143.3 51.6 346.3 251.9
P, 349.3 349.5 349.8 350.0 349.3 349.5 349.7 350.0 349.2 349.5
Q. 342.8 354.6 5.3 155 346.7 356.1 5.5 15.0 346.3 356.4
2Q 112.6 35.6 317.7 239.0 108.5 29.2 309.9 230.6 100.1 215
R, 177.8 177.5 177.3 177.0 177.7 177.5 177.2 177.0 177.7 177.4
S, 180.0 180.0 180.0 180.0 180.0 180.0 180.0 180.0 180.0 180.0
Sya6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

P 2.2 2.5 2.7 3.0 2.3 25 2.8 3.0 2.3 2.6
A, 307.7 218.9 130.3 42.0 300.8 212.8 124.8 36.7 295.5 207.1
M, 63.6 265.0 106.7 308.6 101.9 304.1 146.3 348.5 141.8 343.7
v, 293.8 224.0 154.4 85.0 340.1 271.0 202.0 132.9 28.0 318.6
P, 296.1 226.1 155.0 83.3 334.5 262.2 189.7 117.4 8.6 297.0
MK 212.6 313.2 54.9 157.6 237.5 341.2 85.0 188.7 268.6 111
2MK 59.6 261.1 102.1 302.9 93.8 294.4 135.1 335.7 126.6 327.4
MN 191.3 303.9 57.0 170.6 222.7 336.9 91.1 205.2 257.3 10.9
MS 210.8 311.4 52.4 153.5 230.4 331.9 73.4 174.8 251.7 352.9
2S5M 149.2 48.6 307.6 206.5 129.6 28.1 286.6 185.2 108.3 7.1
Mf 324.7 224.4 126.3 29.8 320.7 225.8 131.0 36.1 326.9 230.3
MSf 147.2 46.4 305.7 204.9 128.5 27.8 287.0 186.3 109.9 9.2
Mm 230.2 318.9 47.7 136.4 238.2 326.9 55.6 144.3 246.1 334.9
Sa 280.7 280.5 280.2 280.0 280.8 280.5 280.3 280.0 280.8 280.5
Ssa 201.4 201.0 200.5 200.0 201.5 201.0 200.5 200.1 201.6 201.1

Methodology based on Schureman 1924. Values computed May 2001.

(c) The location of the moon at Greenwich time t, is different for an observer at some point O located
at longitude L° than it is for the observer located at Greenwich. For each constituent, the observer is located
pL deg from Greenwich; therefore, the local equilibrium argument must be adjusted by -pL to account for the

difference in location between the point of interest (i.e., point O) and Greenwich.

(d) The -pL adjustment provides the necessary equilibrium argument correction for differences in
location between some point and Greenwich, i.e., alocal equilibrium argument corresponding to an observer
at location O. However, the value of the equilibrium argument Greenwich (V, + u) was specified with respect
to Greenwich t,. Therefore, Greenwich time must be written with respect to local time. Because local time
for the observer located west of Greenwich is earlier than local time in Greenwich (t,), the following
adjustment is made to convert local time to Greenwich time.
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Figure 1-5-11.  Phase angle argument relationship

Greenwich (1,) = local (t;) + 1—5; (11-5-17)

where S is the local time meridian (shown on NOS analyses) and the number 15 indicates a time change of
1 hr per 15 deg longitude.

(e) The speed of the time argument (a,t in Equation 11-5-16) in degrees with respect to time is equal to
the speed of the constituent a, multiplied by Equation I1-5-17. Therefore, the final relationship between local
and Greenwich phase arguments that account for both differences in location (-pL) and local time (aS/15) can
be written as:

local (V, + u) = Greenwich (V, + u) - pL (11-5-18)
Therefore, a tide at any arbitrary location is computed as

X asS
H®pm = Hy + Z; fHcos[at + Greenwich V + u) - pL + 1—"5 -K,] (11-5-19)

() Areconstructed tidal time series of a published NOS harmonic analysis is presented for Sandy Hook,
NJ. The NOS analysis is shown in Figure 11-5-12. As can be seen by the reported amplitudes, the M,, S,, N,,
K,, Sa, O,, v, and K, constituents contain the majority of the tidal energy. These constituents are used to
generate a 15-day tidal signal beginning on 1 January 1984 at 0000 hr Eastern Standard Time. Computed
values are compared to the high and low tide predictions published in the Tide Tables for 1984 (NOAA 1984)
shown in Figure 11-5-13. Because all 37 constituents are not used in the reconstruction, the match is not
perfect; however, it demonstrates the degree of accuracy that can be achieved by using only major
constituents.
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Figure 11-5-12.  NOS harmonic analysis for Sandy Hook, NJ
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SANDY  HOOK, N.J., 1984
Times and Hefghts of High and Low Waters
JANUARY FEBRUARY " MARCH
Time Height Time Height Time Height Time Height Time  Hefght Time  Height -
Day . Day Day BDay BDay Bay
hm o ft n hm It - hm ft L] hwm ft L hm ft m. ‘Am ft L]
1 0619 5.1 1, 16 0542 5.0 1.5 1 0112 -0.2 -0.1 16 0050 ~0.9 -0.3 | 1 0052 0.0 0.0 16 0035 -0.9 -0.3
Su 1242 -0.5 -0.2 M 1213 -0.5 -0.2 W 0722 4.8 1.5 Th 0706 5.6 1.7 Th 0701 4,7 1.4 F 0646 5.6 1.7
1840 3.9 1.2 1813 4.0 1.2 1349 -0.4 -0.1 1335 1.2 -0.4 1322 -0.3 -0.1 1310 -1.1 -0.3
1944 3.9 1.2 1935 4.9 1.5 1922 4.2 1.3 1915 5.4 1.6
2 0042 -0.34 -0.1 17 0009 -0.6 -0.2 2 0154 -0.2 -0.1 17 0145 -i,1 -0,3 2 5134 <0.1 0.6 17 0129 1.1 -0.3
¥ 0701 5.1 1.6 Tu 0632 6.4 1.6 Th 0759 4.8 1.5 754 5.7 1.7 F 0738 4.7 1.4 Sa 07135 5.7 1.7
1328 -0.5 -0.2 1306 ~0.8 -0.2 1429 -0.5 -0.2 1424 -1.4 -0.4 1400 -0.4 -0.1 1359 «1.3 -0.4
1924 3.9 1.2 1903 4.3 1.3 2022 3.9 1.2 2024 5.1 1.6 1957 4.3 1.3 2002 5.7 1.7
3 0128 -0.3 -0.} 18 0105 -0.8 -0.2 3 0235 -0.2 -0.1 18 023§ -1.2 -0.4 3 0214 -0.2 -0.1 18 0220 -1.3 «0.4
Tu D741 5.0 1.5 W 0721 5.6 1.7 F 0838 4.7 1,4 Sa 0843 5.6 1.7 Ss 0812 4.7 1.4 Su 0822 5.6 1.7
1411 -0.5 -0,2 1356 -1,1 -0.3 1504 -0.4 0.1 1510 -1.4 -0.4 1436 -0.4 -0.1 1445 -1.3 -0.4
2001 3,8 1.2 1951 4.5 1.4 2058 3,9 1.2 2113 5.2 1.6 2031 4.3 1.3 2049 5.7 1.7
4 0213 -0.2 -0.1 19 0158 -0.9 -0.3 4 0312 -0.1 0.0 19 0326 -1.2 -0.4 4 0250 -0.2 ~0.1 19 0309 -1.2 -0.4
W 0819 4.9 1.5 Th 0808 5.6 1.7 Sa 0914 4.5 1.4 Su 0932 5.4 1.6 Su 0848 4.6 1.4 M 0910 5.3 1.6
1452 -0.5 -0.2 1446 1.3 -0.4 1539 -0.4 -0,1 1556 -1.3 -0.4 1567 -0.3 -0.1 1529 -1.1 0.3
2042 3.7 1.1 2043 4.6 1.4 2135 3.9 1.2 2206 5.2 1.6 2104 4,3 1.3 2138 5.6 1.7
5 0254 -0.1 0.0 20 0250 -1.0 -0.3 5 0347 0.0 0.0 20 0416 -1,1 -0.3 5 0325 -0.1 0.0 20 0387 -1.G -0.3
Th 0859 4.7 1.4 F 0859 5,6 1.7 Su 0949 4.3 1.3 1024 5,1 1.6 M 0923 4.4 1.3 Tu 0958 5.0 1.5
1531 -0.4 -0.1 1533 -1.3 -0.4 1611 -0.2 -0.1 1642 -1.0 -0.3 1539 -0.2 -0.1 1612 -0.8 -0.2
2124 3.7 1.1 2134 4.7 1.4 2211 3.9 1.2 2256 5.1 1.6 2136 4.3 1.3 2229 5.4 1.6
6 0331 0,1 0,0 21 0341 .1,0 -0.5 6 0419 0.1 0.0 21 0508 -0.7 -0.2 6 0355 0.0 0.0 21 0445 .0.7 -0.2
F 0939 4.5 1.4 Sa 0951 5.4 1.6 ® 1027 4.1 1,2 Tu 1116 4.7 1.4 Tu 0955 4.2 1.3 ¥ 1049 4.5 1.4
1607 -0.3 -0.1 1619 ~1.2 0.8 1642 -0.1 0.0 1730 -0.7 -0.2 1605 0.0 0.0 1658 ~0.4 -0.1
2205 3.6 1.1 2229 4.7 1.4 2250 3.9 1.2 2343 4.9 1.5 2211 4.3 1.3 2317 5.1 1.6
7 6408 0.2 0.1 22 0432 -0.8 -0.2 7 0456 0.3 0.1 22 0604 -0.4 -0.1 7 0429 0.1 0.0 22 0538 -0.3 -0.1
$Sa 1019 4.3 1.3 Su 1045 6,1 1.6 Ty 1104 3.9 1.2 W 1209 4.2 1.3 M 1032 4.0 1.2 Th 1143 4.1 1.2
1645 -0.1 0.0 1709 ~1.0 -0.3 1713 0.1 0.0 1824 -0.3 -0.1 1632 0.1 0.0 1749 0.1 0.0
2248 3.5 1.1 2322 4.7 1.4 2327 3.9 1.2 2248 4.3 1.3
8 0445 ©£.4 0.1 23 0529 -0.6 -0.2 8 0535 0.4 0.1 23 0041 4.7 1.4 0504 . 0.3 0,1 23 0010 4.8 1.5
Su 1100 4.1 1.2 N 1139 4.7 1.3 W 1146 3.7 1.1 Th 0705 0.0 0.0 Th 1112 3.8 1.2 F 0636 0.1 0.0
1721 0.0 0.0 1802 -0.8 -0.2 1750 0.2 0.1 1303 3,8 1.2 1764 0.2 0.1 1236 3.8 1.2
2338 3.5 1.1 1923 0.0 0.0 2330 4.3 1.3 1847 0.4 0.1
9 0530 0.8 0.2 24 0018 4.6 1.4 9 0010 3,9 1.2 24 0138 4.5 1.4 9 0554 0.5 0.2 24 0105 4.5 1.4
¥ 1141 3.9 1.2 Tu 0630 -0.3 -0.1 Th 0630 0.5 0.2 F 0810 0.2 0.1 F 1159 3.6 1.1 Sa 0740 0.4 0.1
1802 0.2 0.1 1234 4.3 13 1232 3,5 1.1 1401 3.5 1.1 1749 0.4 0.1 133¢ 3.5 1.1
1858 0.5 -0.2 . 1833 0.3 0.1 2027 0.2 0.1 1986 0.7 0.2
10 0012 3.8 1.1 25 Ol14 4.5 1.4 10 0100 4.0 1,2 25 0240 4,3 1.3 10 0023 4,3 1.3 2% 0204 4.2 1.3
Tu 0620 0.7 0.2 W 0738 «0.1 0.0 F 0742 0.6 0.2 Sa 0915 0.2 0.1 $s 0703 0.6 0.2 Su 0845 0.5 0.2
1227 3.7 14 1330 4.0 1.2 1327 3.4 1.0 1509 3.3 1.0 1257 3.4 1,0 1440 2.4 1.0
1849 0.2 0.1 1969 -0.3 -0.1 (1941 0.3 0.1 2127 0.3 0.1 1867 0.8 0.2 2059 0.8 0.2
11 0100 3.6 1.1 26 0212 4.5 1.4 11 0200 4.1 1.2 26 0343 4,2 1,3 11 0125 4.3 1.3 26 0308 4.1 1.2
¥ 0728 0.7 0.2 Th 0840 0.0 0.0 Sa 0852 0,4 0.1 Su 1014 0.2 0,1 Su 0821 0.5 0.2 0942 0.4 0.1
1316 3.5 1.3 1432 3.7 1.1 1432 3.3 1.¢ 1817 3.3 1.0 1407 3.4 L0 1548 3.4 1.0
1943 0.2 0.1 2057 -0,2 -0.1 2051 0,2 0.1 2223 0.3 0.1 2021 0.5 0.2 2158 0.7 0.2
12 0150 3.8 1.2 27 0311 4.4 1.3 12 0306 4.3 1,3 27 0446 4.3 1.3 12 0235 4,4 1,3 27 0409 4.1 1.2
Th 0831 0.6 0.2 F 0942 0.0 0.0 Su 0956 0.2 0.1 M 1106 0.1 0.0 0929 0.2 0,1 Tu 10356 0.3 0.1
1412 3.4 1.0 16358 3.5 1.1 1548 3.4 1.0 1715 3.5 1.1 1524 3.6 1.1 1646 3.7 1.1
2039 0.2 0.3 2153 -0.1 0.¢ 2153 0.9 0.0 2315 6.2 0.1 2135 0.2 0.1 2281 0.5 0.2
13 0248 4,0 1.2 28 0414 4.5 1.4 13 0417 4.6° 1.4 28 0536 4.5 1.4 13 0350 4.6 1,4 28 0507 4.3 1.3
F 0930 0.3 0.1 $a 1038 0,1 0.0 M 1053 -0.2 -0.1 Tu 1156 0.0 0.0 Tu 1031 -0.1 0,0 ¥ 1120 0.1 0.0
1514 3.4 1.0 1639 3.5 1.1 1657 3.7 1.1 1805 3.8 1.2 1636 4.0 1.2 1736 4.0 1.2
2130 6.0 0.0 2245 -0.1 0.0 2252 .0.3 -0.1 2238 -0.1 0.0 2343 .0.3 0.1
14 0350 4.3 1.3 29 0510 4.6 1.4 14 0520 5.0 1.5 29 0005 0.1 0.0 14 0459 5.0 1.5 29 0552 4.5 1.4
Sa 1026 Q.1 0.0 Se 1131 -0.2 -0.1 Tu 1150 -0.5 -0.2 ¥ 0621 4.6 1.4 ¥ 1127 -0.5 -0.2 ~Th 1204 0,0 0.0
1621 3.5 1.1 1736 3.6 1.1 1753 4.1 1.2 1239 -0.2 -0,1 1736 4.5 1.4 1816 4,3 1.3
2222 -0.2 -0.1 2336 -0.1 0.0 2352 -0.6 -0.2 1845 4.0 1.2 2336 -0.5 -0.2
15 0449 4.6 1.4 30 0558 4.7 1.4 © 15 0613 5.3 1.6 15 0555 5,3 1,6 30 0026 0.1 0.0
Su 1120 -0.2 -0.) 1221 -0.3 -0.1 1245 -0.9 0.3 Th 1219 -0.8 -0.2 F 0632 4.6 1.4
1720 3.7 1.1 1822 3.7 1.1 1845 4,5 1.8 1827 5.0 1.5 1246 -0.1 0.0
2316 -0.4 -0.1 1853 4.5 1.4
31 0027 -0.2 -0.1 3% 0109 0.0 0.0
Tu 0642 4.8 1.5 Sa 0712 4.7 1.4
1307 -0.4 -0.1 1325 -0.2 -0.1
1904 3.8 1.2 1927 4.7 1.4
Time meridian 75° W. 0000 is midnight. 1200 is noon.
Heights are referred to mean low water which is the chart datum of soundings.

Figure 11-5-13.  Tide tables for Sandy Hook, NJ (NOAA 1984)
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(g) Reconstruction of the tide involves determining the equilibrium arguments, node factors, longitude
and time adjustment for each constituent, and using the published values for x, H,, and H, in the NOS
harmonic analysis. Table 11-5-6 summarizes all necessary quantities.

Table 1I-5-6

Harmonic Arguments for Sandy Hook NJ (1 January 1984 at 0000 hr)

Symbol G(V,+ u) pL asS/15 K f H

M, 60.0 148.0 144.92 219.1 0.99 2.151
S, 0.0 148.0 150.00 246.0 1.00 0.448
N, 3234 148.0 142.20 204.1 0.99 0.473
K, 2.4 74.0 75.20 102.2 1.04 0.319
Sa 279.8 0.0 0.20 128.7 1.00 0.254
O, 60.8 74.0 69.71 98.4 1.07 0.172
v, 148.0 148.0 142.56 191.1 0.99 0.109
K, 184.2 148.0 150.41 251.9 1.09 0.121

(h) The NOS harmonic analysis indicates that a multiplier of 1.04 should be used for all short-period
constituents and that the value of H, is 2.36 MSL. Also indicated on the analysis is the time meridian of 75°
west longitude for use in computing the time zone compensation term aS/15. The 15-day tidal envelope is
shown in Figure 11-5-14. The open circles shown in the figure represent high- and low-water level predictions
extracted from the tide tables in Figure I1-5-13. As stated, the comparison is not exact because only eight
constituents were used in the reconstruction. The match is, however, adequate for the majority of design
applications.

(i) The phase lag x in Equation 11-5-19 is called the local epoch in order to distinguish it from other
forms of epochs (see Schureman (1924)). Some harmonic analyses use a modified form of the epoch that
automatically accounts for the longitude and time meridian corrections. This modification is designated as
K' and is defined as shown below

x = + pL - ;‘—‘z (11-5-20)

(i) This modified form is usually included on NOS harmonic analyses as indicated on Figure 11-5-12.
Use of this form of epoch in the reconstruction of tides is as shown below

H®,m = Hy + ﬁ:fnlfncos [at + Greenwich (V, + u) - x’,] (11-5-21)

n=1
(4) Tidal envelope classification.

(@ Semidiurnal, diurnal, and mixed tidal classifications were described in Part 11-5-3a. Equation 11-5-22
is a more quantitative delineation of tide types.
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SANDY HOOK, NJ 1-15 JAN 1984 HARMONIC RECONSTRUCTICN
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Figure II-5-14.  Reconstructed tidal envelope for Sandy Hook, NJ

R - AK) + A0y (11-5-22)
A(My) + Alsy)

where A(K,), A(O,), A(M,), and A(S,) represent the amplitudes of the corresponding constituents. A general
classification of tides can be separated according to the following criteria:

R <0.25 Semidiurnal
0.25<R <150 Mixed
150<R Diurnal

(b) The tidal classification for the Sandy Hook, NJ, example can be computed as shown below:
AK,) + A(O

g o AKY) + A©0) 0319 + 0172 _ g9 (11-5-23)
AM,) + A(s,)  2.151 + 0.448

(c) According to the classification criteria, the tides at Sandy Hook are semidiurnal. In fact, most tides
along the northern east coast of the United States are semidiurnal. Tides in the lower east coast and Gulf of
Mexico begin to change from semidiurnal, to mixed, to diurnal as shown in Figure 11-5-15.
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Figure 1I-5-15.  Areal extent of tidal types (Harris 1981)

c. Glossary of tide elevation terms.

(1) The differences in tidal envelopes have given rise to certain terminologies regarding the high and
low crests of the tide. The following list of terms, reprinted from the “Glossary of Terms” of the Shore
Protection Manual (1984), describes specific aspects of typical tidal records. Each term is referenced to

Figure 11-5-16.

(2) DATUM. A base elevation from which vertical heights or depths are referenced. The reference
elevation is locally defined; therefore, a list of commonly used datums is presented in Part I1-5-4.

(3) DIURNAL TIDE. A tide with one high water and one low water in a tidal day.

(4) EBBCURRENT. The tidal current away from shore or down a tidal stream; usually associated with
the decrease in height of a tide, associated with a falling tide.

(5) EBB TIDE. The period of tide between high water and the succeeding low water: a falling tide.

(6) FLOOD CURRENT. The tidal current toward shore or up a tidal stream, usually associated with
the increase in height of the tide associated with a rising tide.

(7) FLOOD TIDE. The period of tide between low water and the succeeding high water; a rising tide.

Water Levels and Long Waves

11-5-25



EM 1110-2-1100 (Part II)
1 Aug 08 (Change 2)

a 8 12 18 0 6 12 18 0 i} 12 Hours
4 i
12 . Tidal D
— Tido uy
3 - 10
) B }—-‘-I‘ndal Perio
= 6 |
-1 L 4
£ 2
+]
a 0 — 0 Datu
5 \/
LNl SRR |
_2 L
SEMIDIURNAL
Q 8 12 18 0 5] 12 18 0 6 12 Hours
4 — r .
12 # Flood TideA—|*Ebb Tide~|
) 8
S
: 1L
"-l:"n. 2 \ // /
A 0D 4| Daturg’”? ol e
_5 ./ \\./
U B Low Tide
_2 L
DIURNAL
] & 12 18 0 B 12 18 0 & 12 Hours
4 —
. .
12 fi. Tidal Da Higher High Water
3 110 L—Tidal Perio L
| 3  Lower ter
= 2 6 T‘dul Rise
s 15 4 \/K \
=% 2 ;
-d
N 0 -Datumn 1/ .._,/
-1 —2 \ Lower Low wme/ Tidal Range igher Low Water
—4 ft.
_2 L
MIXED {wiegel, 1953)
Figure II-5-16. Types of tides (Shore Protection Manual 1984)
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